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DR. KENDALL: Good morning, thiswill convene the meeting
of the FIFRA Scientific Advisory Panel to continue our discussions on
methods used to conduct a preliminary cumulative risk assessment for
organophosphate pesticides. My nameisRon Kendall. I'mthe chair
of the Science Advisory Panel and will be chairing this session.

I'd like to again thank EPA for being ready, and | thought we
had an excellent and productive day yesterday. And I'm looking
forward for the continuation of our discussion today.

We have several new panel membersthat are seated; therefore, |
will, as amatter of protocol, ask the Panel to reintroduceitself in
total. I'dliketo begin onthefar right and then move around. And,
please, for therecord, state your name, affiliation, and expertiseif you
would briefly.

DR. CAPEL: My nameisPaul Capel. I'mwiththeUS
Geological Survey Water Resources Division. My expertise and water
chemistry for thedrinking water exposure part.

DR. ENGEL: PurdueUniversity. My expertise would beinthe
hydrologic water quality modeling area.

DR.BULL: I'mDick Bull with Washington State University.

I'm atoxicologist.

DR. DURKIN: Pat Durkinwith Syracuse Enviornmental
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Research Associates. | am arisk assessor and |'ve worked with the
Agency in development of methods for mixturesrisk assessment.

DR. HARRY: Jean Harry, National Institute of Environmental
Health Sciencesin North Carolina. My research areaisin
neurotoxicology.

DR. CONOLLY: Rory Conolly, CIIT Centersfor Health
Research in Research Triangle Park, North Carolina. I'minterestedin
mechanisms of toxicity and risk assessment.

DR. RHOMBERG: Lorenz Rhomberg, Gradient Corporation,
and also the Harvard School of Public Health. I'minterestedin
guantitative risk assessment methodology.

DR. MCCONNELL: GeneMcConnell. I'maveterinary
pathologist-toxicologist. My area of expertiseisinthedesign,
conduct, and interpretation of animal bioassays.

DR. ROBERTS: Steve Roberts; toxicologist; University of
Florida.

DR. PORTIER: ChrisPortier, National Institute of
Environment Health Sciencesin Research Triangle Park, North
Carolina. | direct the environmental toxicology program and manage
the national toxicology program. My area of expertise biostatistics

and risk assessment.
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DR. ZEISE: Lauren Zeise, Kelly P. Office of Environmental
Health Hazard Assessment. My expertiseisinrisk assessment.

DR. RICHARDS: Pete Richards, director Of the Water Quality
Lab at Heidelberg Collegein Ohio with expertisein exposure patterns
inagriculture systemsintheupper Midwest and the statistics applied
to those.

DR. ADGATE: John Adgate, University of Minnesota School of
Public Health, exposure analysis and risk assessment.

DR. REED: Nu-May Ruby Reed, California Environmental
Protection Agency, Department of Pesticide Regulation. | do
pesticide risk assessment.

DR. FREEMAN: Natalie Freeman, Robert Wood Johnson
Medical School and the Environmental and Occupational Health
SciencesInstitutein Piscataway, New Jersey. Residential and
children's exposure.

DR. MACDONALD: Peter MacDonald from the Department of
Math and Statistics at McMaster University in Canada. General
expertisein applied statistics and model fitting.

DR. HEERINGA: SteveHeeringa, thelnstitute for Social
Research at the University of Michigan. | am abiostatistican. My

specialty isin population-based research.
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DR. KENDALL: I'mRonKendall from Texas Tech University.
| direct theuniversity'sInstitute of Environmental and Human Health.
My area of expertiseisinenvironmental toxicology and risk
assessment.

I'd liketo now introduce our designated federal official from
EPA, Mr. Paul Lewis, for any administrative procedures that he needs
toinformusonto get going today. Paul.

MR.LEWIS: Thank you, Dr. Kendall. And againthank you
again for agreeing to serve as our chair for this challenging and
interesting meeting over the next four dayswith our Scientific
Advisory Panel. | want to thank the members of the panel to agreeing
to serve and we'relooking forward to your upcoming deliberation and
challenging discussions beginning with what we had yesterday and
carrying on today and beyond and for new membersthat havejoined us
thismorning for discussion on vary exposure considerations.

| want to remind everyone again that this meeting follows of the
guidelines of the Federal Advisory Committee Act. Thisisan open
meeting. There'san opportunity for public comment. All the materials
for the meetingwill be availablein apublic docket. Inaddition, the
primary background materials and our subsequent report that serves as

meeting minutes for discussion during thisweek will beavailablein
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the docket edition on our SAP web site.

Thank you again. I'mlooking forward to both achallenging and
interesting over the next few days. Dr. Kendall.

DR. KENDALL: Thank you, Paul. Yesterday wasavery
aggressive and forward-looking day. We actually got much further
than we thought wewould. Therefore, today, we are at the point of
assessment of food exposureinterms of Session 2 aswe continue our
review.

Dr. Perfetti, would you liketo introduce your group or
Margaret, either one of you?

DR. PERFETTI: Thank you, Dr. Kendall. First of all, I'd like
towelcome the panel to today's session on food and drinking water.
And again | would like to thank the panel for all your valuabl e past
advice on thetotal assessment aswell asyesterday'svery interesting
discussion on hazard and dose response.

For the food presentation, Dr. William Smith, sitting to my left;
and Dave Miller will provide that presentation on food. Presentation
onwater will be performed by Kevin Costello and Nelson Thurman.

| have afew pointsthat I'd liketo make, Dr. Kendall, beforewe
continue.

DR. KENDALL: Very well.
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DR. PERFETTI: Asmentioned yesterday, weintend to address
all of the points brought up yesterday during the public comment
period. Weintended to address many of those points anyhow in our
presentation; but we have modified them such that we think we will be
ableto speak to all of them.

To that end, we heard yesterday that OPP would bereceiving an
OP cumulative assessment using the CARES software. OPP has also
contracted theLifeline Group to perform acumulative risk assessment
for the organophosphate pesticides.

This project hasthree components. Thefirstisto modify the
Lifelineversion 1.1 software asrequired to allow estimation of
cumulative exposure and risk for the organophosphate pesticides. In
addition to modifying the software, Lifeline Group will perform a
cumulativerisk assessment for the OP and revise the user and
technical documentationtothe Lifeline model so that it can be used by
all of therisk assessment community. We have donethisin order to --
basically, we thought ahead. We did thisin order to have yet another
software package for cumulative risk assessment.

And, finally, | cannot stress strong enough that OPP has no
intention of exclusively endorsing a particular model for estimating

pesticide exposure and risk. We'll accept any and all risk assessments
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conducted in accordance with EPA and OPP guidelines and performed
with an appropriately peer-reviewed model. That can never be
stressed more strongly or often enough.

Thank you, Dr. Kendall.

DR. KENDALL: Thank you. Well, at this point, we can begin.
Let'sgo ahead and begin the presentation. Dr. Smith.

DR. SMITH: Good morning. Thisisan outline of what | plan
to discusstoday. | want to cover three general areasinthis
discussion. First, | would liketo summarize the exposure inputsto the
cumulative food assessment. Thisincludestheresidue data, primarily
from the PDP monitoring program for food consumption datafrom the
USDA continuing survey of food intakes by individuals.

Secondly, I'll briefly review theresidue adjustmentsinvolvedin
the cumulative assessment. These arefairly simple calculations
compared to what we dealt with yesterday. Thisinvolvesaconversion
toindex equivalent residues, that is, methamidophos equivalence, the
relative potency factor method.

Andthen last, we'd liketo review the preliminary assessment as
published in December which isaprobabilistic exposure risk
assessment using the DEEM software.

Also, | will include some analysis of the important assumptions
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Essentially, all theresidue datathat we used in this assessment
arefromthe PDP Program. We, also, considered FDA monitoring
data, but thiswas primarily as background. Therewere only very
limited uses of it on aquantitative basis. All of these dataare
available ontheinternet at these Agency'sinternet sites.

The OP activeingredientsthat areincluded in this assessment
areall included inthe PDP monitoring program. What you see here
are essentially the parent activeingredients. PDP also analyzesfor
important metabolites of these chemicals and degradates. And they
are alsoincluded inthe assessment. | think between the span of 1994

to 2000, PDP hasdone significant analysis on maybe 70, or

approximately 70, OPs, either parent activeingredients or metabolites.

The extent of how we use these data are the extent of the availability
aswell ashow weuseisavailablein our preliminary documentin the
appendices.

We do not include cancelled usesin the assessment nor dowe
includeviolativeresidues. Now these are tolerance-exceeding
residues or residues from nonregistered uses. Violativeresiduesare

generally infrequent and for the most part at low concentrations. And
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both PDP, our primary source, and for that matter, an FDA data,
which isdesigned to enforcetolerances.

| do not have an exact accounting of our the effect of our
omission of theseviolativeresidues. Butitwill beavailable with the
final assessment. But | can offer some general statistics.

In the most recent PDP data, tolerance-exceeding residues are
on the order of .2 percent of the analyses. And residuesfrom
nonregistered uses account for alittle bit over 1 percent. The FDA
monitoring, which one would expect to have moreviolative residues
sinceitisdesignedto analyze raw commodities closeto their source,
hasalittle bit more. It haswith domestic, approximately 1 to percent
violativeresidues; and import, closer to 4 press.

So for just asageneral background responseto public comment
about this, that iswhat we generally seein all the monitoring data.
Also, the data basesthat are available on theinternet from these
agenciesaswell asour data-- let meretract that. Our datado not
flag theviolativeresidues, but the data bases as availablefrom USDA
and FDA do. So onecan easily pick out of theresidues. Thereisa
fieldinthe data base that identifies these.

There has been approximately 50 different foods that have been

analyzed in the PDP Program since 1994. And thisis, of course,



10

11

12

13

14

15

16

17

18

19

20

21

13

counting some processed forms such as canned, frozen, this sort of
thing. All of these foodsareincluded in the assessment. But some
specific chemical commodity combinations have been excluded to
account for cancellations or tolerance revocations and phase outs of
uses.

Theresidue datafor these foods as supplied by PDP have been
adjusted by processing factorswhere suitableto include all therelated
food formsfoundinthe CSFII survey. Again, for example, using a
raw commodity with aprocessing factor to estimate residueson a
cooked, canned, frozen form, possibly ajuiceor dried form.

These datawere extended to the extent possible by translation.
Andinthiscase, it wasdoneto food cropsthat had similar use
patterns. | will come back to these cropsalittlelater inthe discussion
of the preliminary assessment.

These are based on SOPs that we have developed for single
chemical assessments, and they are limited to cropsfor which use
patternsaresimilar. Sowe donetranslate achemical that would not
be appropriate to the other commodity.

Although, we primarily use FDA's background, there are some
exceptions. Eggs and seafood wereincluded in the assessment. And

in both cases based on along history of analysisby FDA with
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negligible appearance of OPs. It was our judgment that we could
include these in our assessment as negligible residues.

Also, weincluded, based on the FDA total diet study, whichisa
study -- the available datanow on the internet goesthrough 1991 to
1997. These are market basket analysis -- actually, at-the-plate
analyses of prepared foods. Based on these assessments, it was our
professional judgement that we could include an estimatein our
assessment for the meats: Beef, pork, sheep, and goats. Thisisan
conservative estimate of residues based on the maximum values
determined from the total diet study. It'sthe only exceptioninthe
assessment in which we use what one may consider adefault
assessment. Asitturnsout, we have seen no real impact of thison the
total assessment. Thesevaluesarestill very low.

There are some other foods that were assumed negligible,
although we did not have extensive monitoring data. These are sugars
and syrupsthat are highly processed and refined. Based on that fact
alonewith information we have on related commodities, led usto
conclude that we would not expect OPsto be present in these. So they
wereincluded as negligiblein the assessment, al so.

Now, as a means of getting one perspective of assessing what

portion of the diet we're covering by these datathat I've just
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summarized, weranked the foods as consumed by children from the
CSFII survey on aper capitabasisin adescending order. Andthen for
each food we assigned it apercent value based on the total
consumption.

Andwhat | have hereinthetableisan indication of what
proportion of the per capitaconsumptioniscovered by thethings|
just summarized.

Inthiscase, the PDP data, both of the raw commodities and any
processed commoditiesthat we translated these datato, account for
approximately 86 percent of thediet. Thetranslation that indicated, |
showed you, about 20 different crop names up there, account for only
1.3 of the per capitaconsumption. Thedata, the FDA-supported data
on eggs and fish and meat, account for approximately 6 percent of per
capitaconsumption.

Our assumption of negligible for sugars and syrupsis another 3
percent. Andthisleavesapproximately 4 percent of the food per
capitaconsumption that we have not included in the assessment.

Again, with thisranking of foodsfor childrenthreeto fivein
this case, thetop 30 foodsinthisranking areincluded in the
assessment. And thetop cumulative 95 percent of thisdiet thatis

comprised of 556 foods, of 52 those areincluded. Theones| excluded
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aredried beans, some corn-processed commodities and onions.

Other foods. Those and the other foods that are not included,
we do not expect to impact significantly on the assessment; although
we do have meansto still test thisand itisongoing. Many of these are
highly processed or blended foods; therefore, you wouldn't expect to
have very high levels of these chemicals. And based on FDA dataand
chemical registration data, we believe that all these would have
infrequently detected residues or low levels.

Moving on now to theresidue adjustments. We're all familiar
with our way of dealing with exposure and risk here. Wetalk interms
of margins of exposure, which would be apoint of depart divided by
an exposure. The point of departureisinthiscaseisabenchmark
dose 10. The exposure, of course, iscomposed of residue and
consumption.

Theresiduesfor this assessment are the cumulative residues.

We can converted chemical-specific residues on food samplesto a
commonresidue. Andthisisanindex-equivalent residue. Thiswas
done on asample-by-sample basis.

So an index-equivalent residue on agiven PDP sample would be
estimated by multiplying that residue value by any applicable

processing factor and by itsrelative potency factor -- its potency
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relative to methamidophos. And theseresidueswould be summed for
each sampleto become the cumulative residue in terms of
methamidophos.

Then these cumulative residues becomeinputsfor the
assessment. Either asdistributions of cumulative residueswith each
number inthe distribution representing a PDP sample or average
cumulativeresiduesfor some highly blend foods.

For our consumption modeling we used the CSFl11, years'94
through '96 as supplemented in 1998. There are over 20 thousands
participantsinthisversion of the CSFIl. The surveyswere conducted.
It was 2 daysthat were approximately 3to 10 days apart. Andthis
does contain a1999 supplemental children's survey where an
additional 5,500 children from birth to nineyearsold wereincluded.

Thissurvey isasignificant increase for the number of children
ascompared to the'89-'91 survey which we have been using at OPP
for you all of our single chemical assessmentsto date. Thisis
illustrated in thistable which compares the number of children of
various age groups between the '89 to '91 data and the more recent.
You can see, for example, for children oneto two, the number of
individualsisincreased from574to02,179.

The assessment, as currently published, includes four population
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groups. Other age groups can be assessed easily, but none has
exposure estimates that exceed these groupswe have. Andthe
children onetotwo are the highest exposed.

The exposure assessment modelsthat we'reusinginthis
assessment are DEEM and Calendex. My comments are going to be
restricted to the assessments as conducted with DEEM. David Miller
will be discussing someissue after I'm finished that incorporating the
Calendex. And hewill highlight differences at that time.

DEEM combinesresidue and consumption distributionsina
Monte Carlo-like procedure to produce adistribution of one-day
exposure and associated margins of exposure.

We're using the FCID version of DEEM, which hasrecently
beenreleased. Thisuses EPA'sfood commodity and intake data base
and commodity definitions. Thismay lead to some confusion on the
part of onewho isreading through our assessment as published
becausethiscame at afairly late date in our assessment. And you will
find that we arereferring to food forms asdefined inthe earlier CSFII.
But when we get to the actual assessment, we translate these to the
FCID form.

And, of course, among thedifferencesinthese, thatis, one

differenceinthis FCID version of DEEM isthat foods do have
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different codes and many of them have different names. There are
some separate breakouts, for example, commercial baby foods are
broken out for each appropriate commodity.

Another significant differenceisthat thisversion of DEEM uses
publicly availablerecipesfor relating the foods consumed to the raw
commodities or the values that would be plugged into the for
estimating exposure.

Sothisisthe preliminary assessment as published in December
the 3rd. Andthisplotisarepresentation of the entiredistribution
from zero to 100 percent of the exposure distribution. Thetop line of
the graph representsthe BM D10 of .08 milligrams per kilogram per
day. The bottom linerepresentsavaluethatisone milliontimeslower
than that.

And there arefour populationson thisgraph. If we can moveto
the next one. Thisfocusesinonthetop 10 percentile of the exposure
range. Andfromthis, | think you can begin to see that children oneto
two are the most highly exposed population group. Andthen withthe
specific numbers broken out for these four populations between the
90th and 99.9th percentile.

By June of thisyear we expect to have completed all the

refinements of the preliminary assessment and thisincludes, of course,
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consideration of all the public commentsaswell assome QA on our
own part, changeswe know need to be made. Sothisisvery -- we're
very actively pursuing this.

We, also, have been conducting sensitivity analysisto gauge the
relative importance of the assumptions that have goneinto theinputs.
Wefirst reveal ed some of these in the case study that we presented to
the panel in December of 2000. Andin principle, our results have not
changed from that in terms of the validity of those assumptionsaswe
tested them. And we're, also, beginning the process of the
interpretation of theresults.

So next. Couldyou go back one. So, first, | would liketo
show you afew resultslooking at the potential effects of input
assumptions and refinements on the assessment. Look at the effects of
translation of PDP datato other foods using processing factorsto
estimate residue.

Thesedataonthisslideif yourecall | showed you about 20
foodsfor which PDP datawere translated because we feel they have
similar use patterns. And, of course, thisissubject to question
always. Thisisatest of just what effect -- if we were making wrong
assumptions, what effect thiswould have on our assessment. And this

somewhat confirms our rankingsthat we had from the per capita
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consumption, too, thefoodsto which wetranslated make up arelative
small proportion of the consumption and the total exposure. At the
higher percentiles, thereisvery littledifferencein the assessment if
oneremovesthe assumption of OPsfrom all the translated foods. And
that'swhat thisrepresents.

We have a particular case here of atranslation of datato a
process commodity. Inthiscase, we do not have processing factors or
other information input into the model for conversion of OPsfrom the
raw commodity to the baby foods. And, of course, we wanted to test
and see how this assumption could effect our end result.

And with the new version of DEEM, one can selectively remove
the contribution from all the baby foods. Wedid thisfor children one
totwo. Andit confirmsthat thereisessentially no effect onthe
assessment. Thisisprobably not totally unexpected.

We, also, have done the same thing for children lessthan one.
Andthereisno effect because they eat more baby food. However,
children lessthan oneasagroup have alower exposure than children
onetotwo.

Thisissomewhat of aboundary on all of our processing and
other extrapolationsthat we made. Inthiscase, thetopline, thetop

row, isthe full assessment. And the other row of information
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indicatesthat asimilar assessment in which we removed all translated
commodities and all extrapolated data so the only information, the
only OPsincorporated into the assessment, are directly related to PDP
analyses.

So there are no assumptions of processing factors; thereare no
processed commodities unless PDP analyzed that processed
commodity. Andtherewereno translated crops. Andwefeltthiswas
interesting to just sort of set aboundary on what we could expect to
accomplish with anumber of refinementsthat we want to maketo
these assumptions.

Thisisthepreviousslidesinagraphical formthetop 15
percentile of exposure. Thetop linerepresentsthe full assessment
and, also, coinciding onitinthisscaleisusing only not translating to
other crops. Andthelower linesrepresentsremoving all
extrapolations.

Now, we gaveyou arevised question, onefor food. Thisis
partially theresult of thelimitationsintime we havein doing some of
these analyses. And we wereworking on this part of the assessment at
thetime we submitted the question. Based on the complexity of what
wewere getting and the fact we did not have time to finish some of the

analyses, we chooseto focus on some later thingswe're going to show
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you. But | wanted to show you thisanyway becauseit has come up
and it has been put on theinternet.

In thiscase, we have questioned all along what the impact might
be of the fact that our PDP datarangesinthetimeframe of 1994 to
theyear 2000 now. That's approximately seven years of data. Some
of theinformation comesfrom only the earlier portion of that time;
some from the later; someis spread across the seven years. We have
aslittle at oneyear of datafor afood and as much asfiveyears. We
wanted to evaluate the later datato seeif they better represent the
current use practices.

Thisisincomplete; but at |east in terms of an assessment, | can
show you how removal of older data, to the extent that only the most
recent two years maximum was included for any given food, has some
effect on the upper portion of the distribution. Maybe not adramatic
effect, butitisshowninthisslide.

Sothisanalysisisnot complete. We need to carefully look at
use pattern changes that have accompanied this. And we can, also,
look at specific chemicalsthat wereremoved by removing the older
data. Sothese arecomplex factors. We know, we did know, we were
working with multiple distributionsrepresenting different segments of

time.
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Now for the final portion of this, I'd liketo briefly summarize
our progressso far. | wantto first qualify thisby saying that we are
beginning to analyze critical exposure contributors; however, we're
doing thisonthe preliminary data. So for thisreason, although the
processisof interest to us and we want as much input that we can get
on thisprocess and how we can interpret it, the actual results that
we're getting at this point we're sure may be subject to some change;
therefore, we're going to speak in terms of pseudonyms again. |
apologizefor that.

Thiscasewe werelooking at -- could you back up one? |
should point out that the DEEM software hasacritical exposure
commodity analysisincorporatedinit. Thisisameans of looking at
the top much as 5 percentile of exposureto get an idea of which food
commodities are food are contributing, which food consumptions are
actually contributing to that part of the distribution. And we're
looking at thisto get someideaof which foods and, also, which
chemicalsareimportant. And we also, by keeping track of our sample
analysis on asample-by-sample basis, we also have ahistory on all
these numbers. So we can go back and actually get sample details,
such astheorigin, whether it'sdomestic or import data and whether

samplewastakenin 1994 or the year 2000.
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Soworking with the preliminary results and looking at, in this
case, we'relooking at the area of the distribution between the 99.8th
percentile and the 100th percentile of exposure. And the critical
commodity exposure element doesgiveyou alisting of sort of a
descending ranking of foodsthat are contributing to that portion.

Andoverinthisrange, under the conditions of our run, which,
again, are preliminary, we had over 60 percent of the contributionto
thisareawas coming from threefoodsinall their forms. Thiscould
include the raw commodity; it could includejuices, dried forms,
sauces. It'sthreefood cropsthat are contributionto this. Andwe
examined theimpact of removing these residues from the assessments
to see how this may impact the upper part of thisdistribution.

Againworking with children oneto two, welooked, we
compared the full assessment. Two runsinwhichweremoved singly
each one of thefoods. Food A was the most abundant in this part of
thedistribution. Andif youremoveonly Food A, that second row
illustrates what effect that has on the distribution at the higher end.
Removing only Food B, there'sless of Food B; the effectisless. And
same sort of thing with Food C.

Taking both A and B out, again, depending on one's perspective,

probably not alot of change. It required removing all threefoodsin
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all their formsto affect the change at the very top end of the
distribution of atwo-fold change.

Andthisisjustillustrating graphically what we have here that
asyou gotoward thelower parts of the distribution, effects can be
observed. But at the very top end of the distribution, it'sdifficult at
timesto tell the significance of thedifferences.

And, again, just another way of looking at this. Also, I've
included the 50th percentile here which may not be in your background
materials. Just comparing theratio of the MOEs at these different
pointsinthe upper part of the distribution, you can see that the upper
portion of the exposure distribution is not affected very dramatically
by removing of these major contributorssingly. And, again, to geta
two-fold change, required all three.

Soour interpretations of therisk resultsare alittle premature
todothat. But wedo conclude at this point, that the PDP residue
datado cover the major food consumption items. We, also, based on
what we have so far, further refinements of the PDP data are not likely
todrastically alter theresults at the higher end of exposure
distribution. And arather nebulous conclusion here: Complex factors
are contributing to the exposure distribution.

Therewas, also -- if you back up, there's also a calendar-based
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exposure which we used for food aswell asthe other pathways of
exposure. And David Miller will discussthat next.

So now | think probably that ends my part of the presentation.

DR. KENDALL: Any pointsof clarification? Thank you, Dr.
Smith. Very good. Any pointsof clarification from the Panel before
we moveto the next section? Dr. Bull.

DR.BULL: Thislast pieceisalittle counter-intuitiveto me;
maybe not to others. | think you were saying isthe higher the
exposure, theless ableyou're ableto account for causing that
exposure. That'smy interpretation of what you're saying. | would
have thought -- and just to give you aminuteto think -- that
something would bedriving that very high exposure and that's not
what you seem to be ferreting out of that data.

DR. SMITH: Inasense, that'swhat we're asking you is how do
weinterpret theseresultsto help ushowever you can. Asyougoto
lower parts of the distribution, of course, thetotal exposureis
decreasing tovery low values. So for that reasons, there's not much
difference.

DR. KENDALL: Goahead. Dr. Portier.

DR. PORTIER: Following up on that same question, it seemed

to methat there'stwo possibilities for what could drive these margins
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of exposures and reducing them for single commodities. Oneisthe
commodity which very seldom hasan OP level init, but that OP level
israther highwhenit'sinthere. That would contribute to the high end
of the tail of the distribution.

The other possibility isacommodity that hasafairly common
OP contaminationinit but at alower level. Andit seemsto methe
analysesyou focused on for the commodity hereisto find therare
events. Did you know that when you went into that, or haveyou
thought about looking at reducing the entire distribution by finding
potential commoditiesthat have low levels by consistently there?

DR. SMITH: Yes, we have thought about that. Andthereisa
companion part of thisoutput fromthe DEEM in that you actually see
those highest exposure events. What | was talking to you about was a
summary of these highest events. And but we can also pick out the
actual food consumptionsthat contain the highest residue or the
highest consumption value. Andwearetryingtocomparethose. And
itisalittlelessstraight forward.

At thispoint, we can't say much beyond what we'vedone -- itis
easy to pick out thetop foods, you know, the onesthat are coming to
the top of the assessment. And they of course, you'reright. Thereisa

combination of having and some of them have a high percentage of
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residues and/or highresidues. Both factorsarethere. In addition, of
course, to whether it'sahigh consumption or not.

DR. KENDALL: Dr. McConnell,

DR. MCCONNELL: Two questions. First, arewe are allowed
toask what A, B, and C are? Oh, we haveto go to thetop.

MS. MULKEY: We made ajudgment that we could obtain the
science thinking about thiswithout identifying at this stage.

DR. MCCONNELL: Well, sure.

MS. MULKEY: Becausethereisareal market place, we
thought it was prudent we get the benefit of an enhance understanding
of the science beforewedid that.

DR. MCCONNELL: I guessthe PC cops are out today.

What has been your experience over the past seven years? Have
the percentages of exceedence been going up or down, or finding that
inthe particular commodity hasit been increasing or decreasing with
timefor the, if youwill, for the problematic commodities?

DR. SMITH: Exceedence, well, there's exceedence of
tolerance.

DR.MCCONNELL: Maybel didn't usetheright term. I think
you know what | mean.

DR. SMITH: Yeah, you mean just the occurrence of these.
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DR. MCCONNELL: Yes.

DR.SMITH: Ingeneral, thetermsare hand to pick out based
ontheinformation we have, but thereisadecrease. Sofrom 1994
through the year 2000, one can see the appearance of a decrease of
occurrence. Thisis-- | hesitateto say that that'safact becausethisis
being observed without extensive statistical analysis. And of course,
we areinterested in that and part of our goalsareto decrease the
levelson foods.

DR. DURKIN: You haveidentified thetop threefoods. You
have, but we can't know it. What about thetop three chemicals? Is
there aparallel analysiswhereyou look at it by chemical over the total
diet so you canidentify the chemicalsthat are there?

DR.SMITH: We are also looking at the chemicalsin thesetop
foods, and we can track that because of theway we did the
distributions. WekeptittiedtoaPDP sampleID. Andwe do know
the processing factors and the origins of the samples. Andinthese
three chemicals-- | can say there are more than three chemicals
involvedinthosethreefoods; yes.

DR.DURKIN: I just want to berear clear here. There could be
aparallel analysiswhere essentially you could spit out avector of the

chemicalscombined over the total diet. Soif wewanted toidentify, as
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I'm sure you do at some point, what are the specific chemicals that
contribute most to risk and how isthat laid out? Isthat possiblewith
the software you have now?

DR.SMITH: Yes,itis. Thatisalsounderway. | choose notto
discussit. We can selectively remove agiven chemical's contribution
from the cumulative assessment. We cando it for agivenfood
chemical combination or just acrossthe board. And that's also
actively in progress. But | just don't have -- | don't have any anything
really torelateto you on that at this point.

DR. KENDALL: Dr. Rhomberg. Dr. Durkin, any further
clarification? Dr. Rhomberg.

DR. RHOMBERG: I'm stepping alittle bit out of my realm of
expertise here. It seemsto methat one could say that it could be that
all sort of common dietsarethe same and every eccentricdietis
eccentricinitsownway. So that might say that it would be a mistake
to focusonthesingle chemical or single food that causes the biggest
contributiontorisk if that's something that's ubiquitous and
unavoidable.

It's sort of raising the baseline for everybody. And then the
peoplethat have various odd combinations of things, which would be

very different for each of the different people, arethethingsthat are
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causing peaks and throwing acertain individual into the tail of
distribution oneway or the other. That would be very important to
know for risk assessment purposes.

Isthere asinglething that you can do? Istheway to avoid
problemsthat are caused by single unusual eventsin people because of
an exceedence or very eccentric diet isthe way to handle that,
lowering thelevel of everybody, sort of lowering the average level so
that the peaksdon't go higher or to attack the peaks particularly?

Asl say, thisisout of my realm both from the point of view of
assessing diets and from risk assessment. But | think it would be
important to pull out those kinds of observationsfrom these things.
Sothat inaway, when you'relooking at the peaks, maybe the thing
isn't the biggest contributors; it'sthe ones that are most different from
the main stream of people farther down in thedistribution and are
there consistenciestherethat can be got at.

DR. PERFETTI: Dr. Rhomberg, if | understand correctly, |
think what you're asking is do the peaks represent unusual
consumptions.

DR. RHOMBERG: Unusual consumptions or unusual residues,
whatever. Just thingsthat are-- it's got to be unusual something

because there hasto be some reason why they go up into the peak.
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DR.BULL: Otherwiseyouwouldn't get that distribution that
we just talked about. | wasright.

MR. MILLER: The CEC does print out essentially those
individualsinthe upper tails of thedistribution. It listsoutthe
consumption and lists out the residues associated with that. And what
we doislook through that and get an idea of what'sdoingit. Isit
unusual consumptionsentirely by one commodity or unusual residues
or such. Sothat issomethingwedo look intoinevaluating these
things and judging their reasonabl eness.

DR.SMITH: You know, to not betotally precisein describing
this,itisavery complex and even some of our single chemical
assessments maybe were not that different in their complexity. Butin
this case, we are -- we do have the overlapping situation of
distribution of consumption, adistribution of avariety of possible
chemical uses. So morethan onechemical isinvolved. Andthere's
not necessarily adirect correlation between the frequency of
occurrence and therelative potency of that chemical because these are
all adjusted relative to methamidophos and we have awide range of
potenciesinthe chemicalsover afew orders of magnitude.

We have, to our way of thinking, afairly complex overlay and

the possibletime frame consideration, apossible, fairly complex
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overlaying of potential distributions. Andwe arelook thing for what
arethesinglethingswe can do to interpret what thismeans. Andto
this point, it'snot necessarily asinglething; it'sacombination.

DR. KENDALL: Dr. Portier.

DR. PORTIER: | wasgoingtotrytoclarify Lorenz'scomment.
But | think it'smore appropriate for adiscussion later on.

DR. KENDALL: | agree. Dr. Heeringa.

DR. HEERINGA: | haveavery quick question about the
mechanism of the simulation where you remove foods A, B, and C.
When you do that inthe simulation, doyou literally strike those foods
out of the sample child'sdiet; or do you sample children who consume
those foodson that day? In other words, isthere areplacement of
other dietsthat'staking placein the simulation?

DR. SMITH: We'reremoving the OP contribution to that diet.

DR. HEERINGA: You actually samplethechild. Andif it
happensto beacontribution A, B, and C, so you're essentially
lowering an expectation the overall residue consumption.

DR.SMITH: Correct.

DR. KENDALL: Dr. Freeman.

DR. FREEMAN: Two things. Whenyou did this, areyou only

looking at commercially used pesticides as opposed to residential
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fruitsand vegetablesthat aretreated? And the second thingis, a
number of these commodities, based on the datathat we were provided
with, are produced in very specificregions. You know, they're either
warm weather crops or they're cold weather crops. And so you may
have three areas of the country that are generators of, say, one of
these crop items.

Haveyoulooked at the differencesin pesticides according to
theregionsfrom which the sampleswere obtained? And haveyou
tried to do some sort of weighting based on some sort of distribution
acrosstheregionsasto how it'sgoing toimpact on the pesticidesin
these foods?

MR. MILLER: Theassumptionsin thisassessmentisthat PDP
does sample proportionate to anational basis proportionateto
production. Soif 20 percent of crop Aisgrownin California, or
consumed in California, 20 percent of the sampleswould be from
there. Sooverall, on anational basis, yes, itisproportionate to that.

In terms of looking at regional residues, for example, we assume
essentially it'sanational distribution of the commodity. So we don't
look at specific regions and don't ook at specific residuesin specific
regions.

DR. FREEMAN: Yeah. I'malittle concerned about that
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because you see aconstellation of pesticidesin oneregion for say
applesthat you may not find in another region that grows apples.
They have one or two that are the same, but there may be differences.
And that might impact your results.

DR. KENDALL: Dr. Adgate.

DR. ADGATE: I'mcurious. What'stherationale for removing
theviolative residues?

DR. SMITH: Should | passthat totheend of lineor try it
myself?

MS. MULKEY: Inpesticideregulation, there'salwaysthe
challenge of whether you regulate to violations or regulate on the
basis of the assumption that people comply with thelaw. It's not
uniquetothissituation. Wefacethatissuealot. Andif webelieve
that violations are endemic, that there's sort of an inherent aspect of
the lawful use, we will consider violative scenarios. |'m talking now
generally, notinthisone. | think we do not have abasisin these
examplesin believing that the violations predictable, sustainable, sort
of unavoidable by product of lawful use.

Butif wedid or had some basisto, then that would be the

situation in which would typically takeinto account violations. Thisis

not apolicy we developed just for thisapproach. That's been our
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longstanding approach to the way we thought about pesticide
regulations. Anditinvolvesnot just foods but other exposure
situations, too.

DR. KENDALL: Dr. Portier. Thisisthelast question.

DR. PORTIER: No, thisisfour or five. | waswaitingto seeif
anyone else would ask them. Again, hopefully, these are just
clarification questions. Inwhat you just presented, those are single
day resamplesfor single-day diet; isthat correct?

DR. SMITH: Yes. Butit'susing both days of the diet.

DR. PORTIER: Okay. | don't understand that. Run that by me
again.

DR. SMITH: They are single-day exposures, but they are
obtained by using asurvey that iscomposed of two separate days.

DR. PORTIER: Andinthetwo-day survey that you're using,
you'rejust using the one of the days astheresampling for food
consumption.

DR.SMITH: No,in DEEM, both days are used.

MR. MILLER: Thecountisseparate. I'll getintoitalittlebit
in my presentation. The account isessentially separate people. Inthe
diet food Person No. 1, Diet No. 1, counts as essentially aseparate

personthan Diet No. 2 for that same individual.
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DR. PORTIER: Butyou'resampling the day'sdiet.

MR. MILLER: Yes.

DR. PORTIER: For one of thetwo days by random draw.

MR. MILLER: Yes, yes.

DR. PORTIER: Sothat wasthe second part of my question.
Thereisarandom draw for diet aswell asarandom draw for pesticide
residue.

MR. MILLER: Random draw. But therandom draw for dietis
connected to that individual. Well, actually, I'll talk about it alittle
bit morein my presentation.

DR. PORTIER: Wetalked about theviolationsissue. | wanted
toraisethat again. | think you want to look that the policy, at | east
try to collect some dataon what percentage of violations are actually
caught.

The PDP datais market basket from food stores. Doesit
include market places? Road-side buys? Anything like that?

DR.SMITH: PDPisprimarily from food distribution centers.
It's not at the grocery storein general. In some commodities, for
example, some of the grainsand | think maybe grainswere taken from
aearlier pointinthedistribution, theideawasto getit asclosetothe

distribution as practical to be ableto reproducibly over time go back
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and resampl e.

DR. PORTIER: Tofollow up onthat question we had a minute
ago, | didn't understand the resampling scheme. If | resample adiet
and the child getstwo applesin one day, assuming apples may or may
not be exposed to OPs. But I'm going to choose apple for the fun of
it. Dotheapplesget two separaterandom draw residuesindependent
of each other, or do the two apples get the same residue?

MR.MILLER: Inthe DEEM, what it doesisit totalsit over the
day. Soif your child has, the person you'redrawing, hastwo applesin
one day, they will, essentially, be combined in consumption of grams
per kilogram. Andthenit will draw onerandom residue value for that.

DR. PORTIER: That basically assumes, | guess, thetwo apples
have the sameresidue whichisfinefor me.

And there was a another statement you made, and thisis my last
guestion. When you looked at the population groups assesses and
noted that the children oneto two yearsold have the highest
exposures of all these groups, | gather, because you did not show us,
you did not do lessthan one year and you did not do the other groups.
You are assuming that those other groups are not as high of an
exposure; isthat correct? Or did you actually do the less than one

year olds?
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DR. SMITH: We have donelessthan one and the exposureis
less. Some -- | mean the possibilitiesare, you know, youcangoin
and adjust the yearsthat you want to take. So there are anumber of
possibilities. And at different stagesin the assessment, we've looked
at other combinations. At thispoint, | cannot give you an assessment,
say, for children onetosix all inclusive. We havethreeto five broken
out from oneto two, and we have looked at lessthan on. Wejust
haven'tincluded it.

DR. PORTIER: Anddoyouintendtoincludethatinthefinal?
We got several questions about that yesterday. And I'mtryingto
understand why it's not in herethen.

DR. PERFETTI: | mean, basically, not just thisanalysis, but
with alot of them. Oneto two arethe most highly exposed right down
acrosstheline. We could put zeroto onein or all the other age
groups, but it would always, beto our knowledge, and, Dave, | think
you can agreewith me, it'salwaysthe oneto two because they have
the largest consumption with respect to body weight. So they always
are going to get quotethe "highest exposure". Soif you know that
onetotwo aregoingto betheworse case, everything else, the
exposureisgoingto beless.

DR. PORTIER: | guessyou can assume I'm from Missouri. |
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liketo be shown. "Show me" isthe basic tenet here.

DR. KENDALL: Thank you. Any further points of
clarification? Dr. Zeise. Remember, Dr. Miller, we'll go forward and
probably clear up alot of these questions. The presentationisquite
longsol didn't want to break inthe middle, at |east | et peopleto have
achance. So pointsof clarification.

DR. ZEISE: Yes. | was, also, wondering what the teenager,
the upper end might look like for teens. Just curious, looking through,
they're conspicuously missing. And | also wondered in terms of
thinking through what might be happening with thetail if you looked
at the issue of using composite sampling. What that would do is
you're smearing out and probably have more zeros, more cases of zero
and then higher values and that the composite sampling is actually also
doing some smoothing at that upper end.

DR. SMITH: Actually, wedo havelimited -- we do have
information from single serving versus composite samples. PDP has
looked at three different commodities: peach, pear and apples. And
thereisalso anindustry market basket study that was done on
single-serving basis; although, they do not have acomposite direct
comparison to acomposite.

At thispoint wedo not seealot -- maybe surprisingly -- alot of
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difference between the distributionin the PDP between the single
serving and the composite.

DR. ZEISE: At that upper tail.

DR. KENDALL: Dr.Bull.

DR.BULL: Just areal quick clarification of Chris's. When you
looked at the lessthan one year old, isthat distribution more or less
the same; or isthe high end exposure still even more exaggerated?
When you say "acrossthe board,” | wastryingto figure out what
acrossthe board meant. Am | making myself clear?

DR.SMITH: I'm not surel can giveyou correct answer on
that.

DR.BULL: Well, you have acurvethat describesthe
distribution of exposuresintermsof MOEs, the fraction of the MOE.
Isthat slope of that curve similar inthelessthan onesasitistothe
one and twos. | could see the extremes being more marked in that
group.

DR.SMITH: That'sagood point. And | haven't carefully
looked at that. We do know that they are less exposed in terms of
comparing the curve shapes, we haven't gotten to that. Butthatisa
good point.

DR. KENDALL: Dr. Reed.
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DR. REED: Thisisaquick clarification question. Because you
didn't seeagreat differencein residue distribution between
single-serving-size surveys and the composite samples, and that'sthe
reason you didn't use single-serving-size data; isthat correct?

DR. SMITH: Yes. Possibly another reason. That's part of it.
Andjust thefeeling that if we have this huge data base of composite
samples, and to use the single serving, we'relimiting ourself to one
small segment of data. If it did not make adifference, the composite
samples, it would be consistent kind of analysis. We feel that
composite samples may be better suited for catch catching co-
occurrence. Can't prove that; but that's our general sense of it. That
would be another reason.

DR. REED: Thank you. The other short questionis: There's
mention about choice years of PDP data. The analysis seemed to
indicate that maybe you don't need that many years of data. There'sa
mention in the document about correlating that or the concern for pest
pressure. Have you gotten any chanceto go back and sort of looking
backwardsto seeif there's any past pressure situationin that the PDP
dataactually picked that up in terms of residue?

DR. SMITH: That's part of the analysisthat led usto change

the question somewhat because we have not completed that. We are
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interested in whether we can pull that out. We don't know.

DR. KENDALL: Any further commentsrelated to this stage of
the presentation? Beforewe moveto Mr. Miller, I'd liketo welcome
Ms. Marsh Mulkey, the Director of Office of Pesticide Programs. We
appreciateyoujoining usagain. Would you like to address the Panel ?

DR. ADGATE: Nothank you.

DR. KENDALL: Mr. Miller, areyou ready to proceed?

MR. MILLER: Just to kind of go through quickly the outline of
the presentation. I'll provide an introduction, background
information. It will beabrief overview and recap of probabilistic
techniquesusedin preliminary cumulative risk assessment, or PCRA.
I'll thentalk alittle DEEM(FCID) versus DEEM (FCID)/Calendex. As
Bill had mentioned, histalk wason DEEM(FCID). And all the FCID
meansisthe new recipes, the new publicly availablerecipesand the
new '94,'96, '98 data. Do alittletalk about the difference between
those two and how the oneincludes atime component.

I'll talk alittle bit then about the time frame considerations.

Why it'simportant. Therewill be more detailsrelating to this
tomorrow. Specifically, how to compare these with atox endpoint.

Then talk about modesin which Calendex can be used for a

cumulative risk assessment which goesdirectly to thetime frame
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consideration issue. Consecutive daily estimatesisone potential
mode. That wasthe mode that wasused in the preliminary cumulative
risk assessment, PCRA, that provides separate estimates for January 1,
January 2, January 3, et cetera. And alternative, methodology, which
isavailablein DEEM which was not used for the December 3

document was rowing or sliding assume time frame approach. Again,
therewill bealittle bit of discussion of thisin terms of interpretation
on thison Thursday.

And then going to strengths and limitation of these modes and
the associated issues. Thiswill include acomparison of someruns
we've done comparing the 1-day assessment with the 7-, 14- and
21-day rolling averages. Andyou'll seethose numbers here.

Andthen, finally, the questionsfor the SAP.

Just some pointsto remember, the presentation will not
extensively review the step-by-step mechanics of DEEM(FDIC)
Calendex algorithms. DEEM Calendex wasreviewed in previous
SAPs. However, | will try to giveyou aflavor of what's happening.
And whereit'simportant, I'll gointothe detailsand differences
between the modes.

The main presentation, here, concentrates on exposures through

food. However, the principles apply to all routes. And, finally, I'll
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remind you that no decision has been made on an appropriate MOE or
threshold percentile for regulation.

When | talk about X-percentile graphs, they are meant to be
illustrative only, intended to illustrate the concept. It'snot that we've
made a decision or are leaning toward any specific percentile or MOE.

Just some background, DEEM(FCID)/Calendex provides
probabilistic assessment of exposures through food, water, and
residential pathways. DEEM (FCID)/Calendex incorporatesthe
concept of acalendar to aggregate or accumul ate exposures-- it'sa
time-based approach -- which allows usto look at individual days of
theyear. Importantly, the approach allows appropriate temporal
matching of exposuresthrough food, drinking water, and residential
pathways.

These temporal aspects areimportant for OPsto the expected
seasonal use patterns. For example, it would be important to match
springtime exposures from one applicationsthrough exposures through
drinking water associated with spring runoff. Likewise, it would also
be important to preclude or appropriately discount nonsensical or low
probability events, perhapstreatment of house for fleasduring the
wintertimeinthe northeast.

Sothisiswhat Calendex allows usto do. Thus Calendex uses
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probabalistic techniquesto appropriately combine exposuresfrom the
food, water, and residential pathwaysin amanner which incorporates
probabilities of exposure, use and application practices, human
activities patterns, et cetera. Importantly, it considerstheir
associated seasonality and timing.

So we expect, for example, probabilities of exposure, one can
input asadatafor Calendex at maybe perhaps 6 percent of the
individual s users of apesticide, or the 15 percent of apricots contain
residues. Sothe probabilities of exposures can be counted in that
way.

Use and application practices can also be accounted for. If the
label directionssay apply in spring, thenitwill be appliedinthe spring
as per Calendex. If thelabel directions say, for example, orif we
know that 80 percent of the usersapply it onetime and 20 percent
apply asecond application 2 to 4 weeks after thefirst, that
information can beincorporated aswell.

It also incorporates human activity patters, time spent on lawn,
for example, time spent inside, et cetera.

Theresult of theresult of the Calendex analysisisacollection
or distribution of aggregate exposures, that'sfood, residential and

drinking water combined, for each day of the year for the relevant
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region. These exposures can be plotted asatimelime or profile of
population daily exposures for any given percentilein this
distribution. Thisisillustrated on the next slide.

Thisisjust aquick 3D graphic which kind of summarizes DEEM
Calendex output in acompact form. You can seethevertical accessis
the exposure. That's plotted against atimelineinthe bottom of
horizontal axisfrom zero or 1 to 365 days. Andthedepthisthe
percentilefor any given percentile. Inother words, what wecandois
plot exposures asatimeline against any given percentile.

The graph emphasizes an important point that atimeline,
time-based profile existsfor any selected percentile. We've shown
some specific ones here, 10, 30, 50, et cetera. For example, there's
one at 99 herewhich goeson. It goesalong therefrom January 1to
December 31. And what that doesisit shows or plotsout the 99th
percentile exposures for each of the 365 days of theyear. 99th
percentile for January 1, 99th for January 2, et cetera.

Thethree 3D graph essentially summarizes output that's
specificsto DEEM(FCID)/Calendex as opposed to DEEM (FCID)
which Bill talked about. Again, you get the three-dimensional part
because of the time component is added here.

DEEM(FCID) analysis assess exposure from food alone, as Bill
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said, without respect to timing or seasonality issues. What it doesisit
randomly matchesreport food consumption by individual with residue
data. There'snotime componenttothis. Theresult, asBill described,
isasingledistribution of exposures and asingle value estimate of risk
at any percentile of exposure.

How does DEEM (FCID)/Calendex, whichincorporatesthetime
component differ DEEM (FCID) when we do an aggregate or
cumulative assessment in which pathways are combined, time and
considerations become important? DEEM Calendex performsthis
analysisinamanner in which time considerations areincorporated. It
doesthis by performing separate analyses for each day of the year.
Theresultis 365 separate distributions of exposures for each day of
theyear. And exposures can be at any given percentile, 99th, 95th, et
cetera, can be plotted as atime-based exposure profile.

These differences are summarized on the next slide.
DEEM(FCID) considersfood alone; whereasthe
DEEM(FCID)/Calendex considers all pathways, food, water,
residential. Timingisnot consideredin DEEM(FCID). There'sno
day-to-day variation, whereastiming isconsideredin
DEEM(FCID)/Calendex. There'ssome day-to-day variationsinthe

diet. That will be explained abit later in this presentation.
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And another differenceissingle-exposure estimateis provided
DEEM(FCID) at any given percentile; whereas,
DEEM(FCID)/Calendex provides 365 sequential daily exposure
estimates for any given percentile.

With that as background and the knowledge that
DEEM(FCID)/Calendex can consider time, there are several issuesto
the SAP regarding time-frame considerations. Remember that
exposure'sonly half therisk equation. It'simportant to consider how
the estimated exposureis compared with the toxicity endpoint.

Inthe preliminary cumulative risk assessment, PCRA, toxicity
endpointisbased onthe BMD10 which reflects a multi-day dosing
study or aseries of multi-day dosing studies. And you heard about
thisyesterday from Annaand Woody. You, also, heard about it | ast
September at the 2001 Scientific Advisory Panel meeting.

Inthereport you provided, therewere two statements that
cumulativerisk assessment should ideally compare toxicity endpoint
and exposure durations of the same time frame. And, also, to the
extent possible, comparison should take into account the pattern of
human exposure.

Again, you're scheduled to hear more about this comparison

tomorrow under therisk characterization session. But in my talk here,
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what we'll focusonisthetime-frameissue and how it's handled by
DEEM and Calendex.

DEEM Calendex program can perform analyses using avariety
of time frames. You heard from Bill thesingle day. This presentation
considerstwo specific modes of analysiswhich are availablein
Calendex. Oneisthesingle consecutive daily estimates, January 1,
January 2, et cetera. That wasthe analysisthat wasused inthe PCRA.

Thesecondisarolling or time-frame approach whereit takesa
rolling average, considering, for example, January 1 through 7, then
January 2 through 8, then 3 through 9, et cetera. It provides an
average exposure over that time period.

I'll emphasizethat the examples|'ll giveyou here are
illustrative only, intended to illustrate the concept. The numbersare
notreal. And PCRA used, again, thefirst option; the
single-consecutive day rolling estimate not therolling time frame.
Although at the end of this presentation, you'll see those resultsfor
therolling timeframe and be able to compare the two.

Just first option, the single-consecutive-day analysis, the
analysiswe used in the December 3 assessment, provides separate
independent exposure and risk estimates made for each day of the

year. And I'll show thisinthe next few slides, summarize how thatis
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done.

The estimates, then, are arrayed chronologically into an
exposuretimelinefor any selected percentile and graphed. These
represent independent daily estimates of risk on each day of the year.
Importantly, they're not necessarily -- asyou'll seeinthefollowing
slides, they're not necessarily the sameindividual on consecutive days.
What | mean by that isthe next several slides show how thisisdone by
DEEM Calendex.

So for asingle-consecutive-day analysis, the analysisthat was
doneinthe assessment, and, again, the numbers here are not
necessarily -- they're not necessarily the numbers. It'sillustrative
only. What DEEM would do would beginwith January 1.

DEEM(FCID)/Calendex begin with January 1, CSFII, Individual No. 1.

What DEEM Calendex would do would then estimate the
exposure and plot that exposureto theindividual on the histogram.
So that could come across as -- essentially think of it asafirst block
of ahistogram would be located someplace along there.

How isthat exposures estimated? It'sdonefor that Individual
No. 1onJanuary 1. It'sdone by randomly choosing one of Individual

No. 1'sself-reported diets and then randomly selecting aresidue for
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each component of that diet. And that isessentially summingthem up
and estimating an exposure based on that.

And the samething would be donewith Individual No. 2. And
that would work out -- actually, if you could back up for asecond.
That would be the same thing would be donefor Individual No. 2.
Andtheresultisaslowly build up essentially adistribution which
might look something this, ahistogram with a shape that |ooks
something like that.

Inthiscasethenwhat wedois, if wewere choosing to plot out
the 99.9th percentile, what we would do is estimate what that is. In
thiscase, it might beindividual No. 10,456 that would plot out at the
99.9th percentile and essentially estimate the exposure from that
individual at that percentile. That might, for example, translateto a
M OE of 84.

We than move on to January 2 and do the same thing. Starting
with Individual No. 1, estimating the exposure and plotting. And,
again, wedoitfor all theindividuals. Individual No. 1, 2, 3, et
cetera.

In this case, these would be plotted out for all theindividuals.
Inthiscase, the 99.9th percentileindividual exposure might be

Individual No. 1,492. We estimate exposure. And that might work
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out to be, for example, an MOE, margin of exposure, of 92.

We would proceed through each day of the year in thisthrough
December 31, whichishere. Inwhich case of the 99.9th percentile
individual or exposure, might be Individual No. 18,912. again, we'd
estimate an MOE with that exposure.

The net result of thisiswe end up with 356 different 99.9th
percentilevalues. Again, what we've doneisfor each day of theyear
we've run through each individual and we can pick out the 365th -- the
99.9th percentile values.

What we do istake each of these 365 99.9th percentile values
and then plot them out for each day of the year, January 1 through
December 31, that population percentile. Theresulting time-based
exposure profilerepresents, inthis case 99.9th percentile exposure for
each day of theyear.

It'simportant to remember that each day of theyearis
considered independently. Itisnot thesameindividual. If you
remember on January 1, it wasIndividual No. 10,456 that was at the
99.9th percentile. On January 2, it wasadifferent individual.

One can seethisplot onthe next slide here. The vertical axis.
These plotsare central to the understanding and interpreting the

cumulativerisk assessment. I'll gothroughitin some detail.
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Remember, thisisthe single day assessment aswe used in the
preliminary assessment.

Thisisthevertical axishere. It'sthe exposure. Hereisthe
timeline. Thehorizontal axisisthe day of year from January 1
through December 31.

Continuing with the example, if you remember, January 1, the
99.9th percentile exposure value was associated with Individual No.
10,456. He had an MOE of 84. Sothat would be plotted herefor
January 1.

For January 2, the 99.9th percentileindividual, the value
associated with the 99.9th percentile exposure would also be plotted.
Inthiscaseit might bean MOE of 92. It continuesthrough the year
through December 31.

Just some key points. Theseareall, again, each different
individuals. These are also one-day exposures.

How isthisinterpreted, for example? Day, for example, if you
wanted to interpret the MOE associated with Day 31, thiswould
essentially look up here, and thiswould be perhaps an M OE of 58.

How isthat interpreted? On Day 31, the day we were looking
at, on the next slide, the MOE for food, theinterpretation would be

the MOE for food at the 99.9th percentile would be 58. The
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translation of that would be the exposure to the 99.9th percentile
individual on Day 31is58timeslower thanthe BMD10.

Day 32, it may be that the MOE was estimated as 66. The
translation of that would be that the exposure to the 99.9th percentile
individual on that day is 66 timeslower than the POD. Remember, it's
very likely that that isadifferent individual than the 99.9th percentile
individual on January 31. Just ason January, the 99.9th percentile
individual was different from theindividual on January 2.

The next slide shows some pros and cons of thismethod. This
was the method that was used inthe PCRA. It'seasier toidentify risk
contributors and sort them out using the CEC function of DEEM.
That'sthe function that Bill had talked about some.

It's also health protective from a multi-day standpoint. When
onelooks at asustained or extended period of time of elevated
exposures, it'sunlikely to be the sameindividual that's being exposed.

However, there are anumber of disadvantagesto this. Oneis
that the point of departure, the BMD10, is based on multi-day
exposures. Theanimals, if youremember from yesterday, are dosed
daily for an extended period of timeto estimatethe BMD10. It might
of be of concern would be therelevance of comparing a series of

elevated single-day exposuresto a multi-day endpoint.
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Another disadvantage isthe second consecutive daily estimates
arelikely to over estimate multi-day exposuresto anindividual at the
higher percentiles. For example, it'snot possibleto interpret an
extended serious of elevated exposures on consecutive days as
representing extended period of exposureto the sameindividual. In
other words, we haven't strung together consecutive days for the same
individual. Sotheindividualsaredifferent.

If wewereto string together consecutive days for the same
individual, what we'd get from DEEM we'll be ableto have essentially
arolling time frame approach. And thisiswhat this next series of
slides considers. And I'll talk about stringing the daystogether and go
through adetailed example of how thisisdone.

It can, also, belooked at as essentially a multiple sequential day
option. Inthisrolling-time-frame option, arolling average exposure
iscalculated over multiple daysfor eachindividual. For example,
January 1 through 7, then January 2 through 8, and January 3 through
9, et cetera.

It'sthis series of multi-day average exposures that then serves
at abasis of comparison withthe BMD10 -- withthe POD. More,
specifically, thisdistribution of individual-based multi-day average

exposuresiscompared with amulti-day BMD10.
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The next slide show an example of this. And, again, the
numbers are not real but are meant to beillustrative only.

Specifically, this specific examplewill deal with a7-day rolling
average. It beginswithindividual No. 1 on January 1. And you can
seethisisgoingto bethisJanuary 1through 7 rolling average. This
exposureto thisindividual on January 1 isestimated from thisDEEM
Calendex softwareas.012 milligrams per kilogram per day. That's
estimated, as always, by randomly choosing CSFII Individual No. 1,
Day No. 1 or Day No. 2 diet; randomly choosing residues associated
with each component of that diet; combining those; and summing them
over all foodsreported consumed by that individual on that day. So
that point .012 is estimated in that way.

The samething isdonefor that individual for January 2, again,
choosing one of histwo randomly reported diets. And January 3, et
cetera, all theway through through January 7. You can see on January
2, the estimated exposure using that isabout alittle bit over .006.

The next step after that, after we've calculated exposure from
each of those daysisto calculate an average exposure over the entire
full 7 days. Herethe average exposure, you can see, is about .006
milligrams per kilogram.

We've donethisthen for Individual No. 1 for January 1 through
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7. We now moveonto Individual No. 2 for this same time frame.
Again, starting with January 1, estimating the exposure as before for
each day, January 1 through January 7. After that'sdone, we calculate
a7-day average over thistime period. Hereyou can seeit works out
to be about .007 milligrams per kilogram.

We continue thisthrough all individualsin the survey,
calculating it for January 1 through 7. If therewere 15,243
individualsinthe survey, for examplefor thelast individual, the 7-day
average exposureworksoutsto be.005 milligrams per kilogram.

If therewere 15,243 individualsinthe survey, we'd end up with
15,243 7-day average exposures for January 1 through 7. Then what
wewould doissort them from high to low and pick out this 99.9th
percentile exposure and plot thisvalue for January 7.

Sowhat we'vedoneisfor January 1 through 7, calculated for
eachindividual arolling average and picked out the 99.9th percentile
valuesinthiscasejust asan example.

For the next rolling time frameis January 2 through 8, we go
back to Individual No. 1 and calculate exposures for each of the days,
January 2 through 8, again randomly choosing each day one of histwo
reported dietsand combining it with arandomly selected residue. We

dothesamewith Individual No. 2, Individual No. 3, et cetera, for
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January 2 through 8. Continue all theway through and then slide
along and do 3 through 9, January 4 through 10, et cetera, until we get
to thislast individual which would be January 1 through 6. Itrolls
around. We'd end up with 365 different 99.9th percentile 7-day rolling
average exposures and plot them over time aswe did before.

There are anumber of advantages and disadvantagesto this
approach. One advantageisthatitincorporatesthevariability in
exposurefor anindividual across multiple days. Thismulti-day
average exposure may be the actual exposure of interest to compare
with a multi-day endpoint.

It'salso likely to provide amorerealistic estimate of exposures
across multipledays. And, again, if it's not a series of single-day
exposureswe'reinterested in, thisallows usto calculate high end
multi-day average.

It'salso flexible with respect to matching time frames
associated with the POD. One can chose, for example, this example
was 7 days. But onecould chose 7-, 14-, 21-, or 28-day rolling
averages.

There are anumber of disadvantages, too, to this approach.
Break down into two basic areas, one associated with food

consumption and the other associated with residue. UDSA, CSFII
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does not provide consumption data across the multiple consecutive
dayswhich would be of interest. It'slimited to two days of records of
reported intake. Also, thosetwo days are not consecutive. They are 3
to 10 days apart.

Asaresult, the multi-day average exposure for any individual
usesonly two days of reported consumption datafor that individual.
With therolling average approach, what we're using isthose two days
of reported intakesto simulate 7 or more days of eating. It repeats
these randomly throughout the time frame of interest.

The other aspect concernsfood residues. Thereareno
longitude and residue data available. For example, if | ate astar fruit
yesterday and star fruit today, if they came from the same Safeway,
they'relikely to have the sameresiduesthan if theonel ate yesterday
was from Safeway and the one | ate today was in the company
cafeteria. Sothere'snolongitudinal basisonresiduesfor that.

Just more specifically on those two pointsregarding, first, on
food consumption aspect. Any consecutive day period of interest for
anindividual will contain aseries of repeated diets which would tend
to underestimate the variability. Thiswill tend to over state potential
exposure at the upper tails of thisdistribution to the extent that

reported food choices or diets are associated with higher exposure.
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On the aspect of theresidues, the second aspect | talked about
more specifically. Sinceresidue valuesare anew at random, for each
day during the time frame of two occurring on subsequent days, may
not be accurately reflected understate potential at the upper times. If
anindividual exposureisassociated with pesticideresidue, two
examples, one might bejuiceyou drink from this morning, may very
well bethevery same oneyoudrink from tomorrow morning. And it
will have the exact sameresidue concentration. In
DEEM(FCID)/Calendex, abrand new residue was sel ected for that
second day.

Similar situation is bagsof produce. The producel eat today
may very well be from the same bag | eat tomorrow. They likely share
the same treatment history.

If therolling time frame averagein DEEM isselected, it allows
-- theexamplel gavewas 7 days. Butit allowsthe user to choose
varioustime frames. We'veredonethe analysisusinga7-, al4-, and
21-day timeframes. Andyou'll seetheseinthe next graphs.

Increases, two thingsyou'll noteasyou go through these. And,
again, you'll note when the next graphs are shown. Butincreasesin
timeframe, goingfrom 1to 7to 14to 21 over whichtheaveragingis

performed, resultsin two main things. Oneisthe attenuation of
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variability; and thisother isanincreaseinthe MOE, essentially, a
decreasein the exposure.

You'll seethat inthenexttwo slides. Keepinmindthatit'sa
reverselog scale. And, also, the degreeto which these changes occur
are dependent upon the selected percentile. The effect seemsto be
greater at higher and more pronounced at higher percentilesthan at
lower percentile.

These areshowninthisslide here. Thevery top one, the sky
blue one, isthe oneday. What we did in the assessment using the one
day time period. The next three underneath that are 7-, 14-, and
21-day time periods.

So, again. These are averaging exposures. You notethe
attenuation goesdown asyou go from the one day here, the sky blue
down here, lessvariability. Andthethere'sadecreaseinthe MOE.
You're averaging additional daysintoit, sothere'sanincreaseinthe
MOE, adecreaseinthe exposures.

Thisisactually -- thisis an example of this higher percentile
examplewherethe effectswere more pronounced. Atthelower
percentile example, you can see the same thing except the effects are
less pronounced. Again, the sky blueistheoneday; anditlookslike

the 7, 14, and 21 are almost coinciding, but they'revery close.
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| guess aseries of questionswould be the next set.

DR. KENDALL: Think I'dlikeyouto haveyou stop there
becausewe'd like to have some clarification from the Panel. Then we
will take a break and come back with the public comment period.
After that, I'll have you read the questions. And then we'll beginthe
deliberations.

At thispoint, any clarification questions from the panel? Dr.
Durkin.

DR. DURKIN: I havethree quick thingsand it may be alack of
understanding here. You indicated that Calendex makes assumptions
about when the chemical isapplied. Soif thelabel saidit'sappliedin
the spring, that entersintoitin some way.

MR. MILLER: Thatisenteredintoitintheresidential side of
the assessment.

DR. DURKIN: Only theresidential. Okay. That'sfine. We'll
move on.

You showed some 3D graphs. If we asked for a3D graph of the
day of theyear, the percentile, and then on Z axis the chemical, would
that be possible? Can you spit those out?

MR. MILLER: If youwerelooking at aspecific chemical.

DR. DURKIN: No. Anarray of different chemicals. It gets
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back to my previous question about can we track these by chemical. |
guessthat'swhat I'mtrying to nail downreal clearly here. It seems
likeyoucoulddoit fromthefood, the Calendex.

DR. SMITH: Wethink we can do that. It would be alot
manual .

DR. DURKIN: Soit'snot easily done.

DR. SMITH: Itwouldrequirekind of amulti-step process.

DR.DURKIN: Itwouldn't just spitit out. Okay.

Andthenthelastitemisreally just afollow-up on aquestion
that Natalie had. In any of theseresiduesishome grown vegetation
considered?

DR.SMITH: No.

DR. DURKIN: Okay. Thank you.

DR. KENDALL: Any further questions?

DR. RHOMBERG: Ontheresidential exposure component, |
assume, does that take into account some kind of attenuation of
exposuresover timeinwaysthat are modeled according to residential ?

MR. MILLER: Yes. Jeff Evanswill betalking about that | ater
today. But it does. If you applied that three days ago, it would
attenuate that over the three day up to today.

DR. RHOMBERG: You made abig point of saying they were
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not real numbersfor therolling average. Was any of thisreal at any
place? Inthat when these last graphsthat you showed with therolling
averages, were those based actually on doing the exercise that you had
described earlier?

MR. MILLER: Yes, yes. Thepoint | wanted to make onthe
real numbersisthat, when | was showing the average, therolling time
average, the Excel graphsfrom 0to .014. Thosereal numbersthere.
We didn't go back and look at Individual -- that'sgood. We didn't go
back. Wedidn't go back and look at Individual No. 1,492 plot out his
exposures for example. Therewas some confusion about that at the
technical briefing.

DR. RHOMBERG: Okay.

DR.MILLER: Sol wanted to makeit clear.

DR. RHOMBERG: Andsinceyouonly havetwo days of diet for
each person, you are sort of flipping back --

MR. MILLER: Flipping back and forth, yes, over those seven
days.

DR. RHOMBERG: Randomly, you could pick the same diet
twiceinrow if it happened.

MR. MILLER: Yes.

DR. RHOMBERG: And when you come up with different



10

11

12

13

14

15

16

17

18

19

20

21

67
values, that's because --

MR. MILLER: Different residues.

DR. RHOMBERG: -- of different residues.

MR. MILLER: Yes.

DR. RHOMBERG: Okay. Thank you.

DR. KENDALL: Further questions? Dr. Portier.

DR. PORTIER: Inessenceontheflipping dietissue, you
actually flipped the dietsfor 365 daysfor anindividual, don't you,
becausethe 1l to 7isthe sameindividual for 2to 6.

MR. MILLER: Yes.

DR. PORTIER: Andthenyouand 2to 7 and then you add the
8. Sothedietisflipped completely.

MR. MILLER: Yeah. Butit'salwaysconnected to the same
individual.

DR. PORTIER: Justsol'mreally comfortable, | want youto
reassure me again that the graphsthat you show with therolling time
frames approach, the examples are clearly not OPs since those numbers
areonly 10 away fromthe BMD. Not the later graphs, but the early
singlerolling time frame graphs.

MR. MILLER: Yes, yes.

DR. PORTIER: | want to be certain.
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MR. MILLER: Yes. Those are not.

DR. PORTIER: Thecouple of questions| had about some of
the statementsyou madein-- 1, 2, 3further graphsdown from that
one-- you have pros and consfor rolling-average-based estimates.
There.

The second point. Why? I'm not sure | understand this.
Clearly, the assumptionsthat go into the analysisareviolated; there's
absolutely no doubt about that. The double diet back and forthis
clearly not arealistic diet. Theresidues selected independently from
day-to-day without any correlation structureisclearly goingto be
violated especially into details of the distribution. Why do you believe
thisismorelikely?

MR. MILLER: Which specific slide and which specific point?

DR. PORTIER: It'sthisslide, Point No. 2.

MR. MILLER: Okay. Why do we believeit'slikely to provide a
more realistic estimate of exposures across multiple days?

DR. PORTIER: Yes.

MR. MILLER: If you'reinterested in amultiple-day time frame,
we believethat it provides-- the alternative, the one-day time frame --
let me take alook.

DR. PERFETTI: Dr. Portier, inmy own simpleway. The way |
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look atitis, if youdothisday by day, you're picking anindividual,
say, at the 99.9th percentile one day and you're picking that individual
at that percentileisunlikely to be at that percentile on afollowing
day. Whereasfor thisday by day, you got adifferent individual each
time.

| mean if you get exceptionally bad day on one day, the chances
that you're going to have an exceptionally bad day for the next seven
days arerather low.

DR. PORTIER: Butthe question here, | guess, I'minterpreting
maybe differently than what you're saying. 1'm thinking about
distributions. So |l got adistribution for single-day exposures. And
then there'sadistribution for multiple-day exposure. Andtheway |
read thisisthat you're arguing that the distribution seen here for this
procedureismorelikely to becorrectif you'reinterestedintruly
multiple days--

MR. MILLER: It'smultiple days, yes.

DR. PORTIER: --thanisthedistribution for single exposures.
And I'm not convinced of that. | wastrying to giveyou an opportunity
to convince methat the two assumptions that are violated don't simply
driveusregression to the mean, whichiswhy we might see reduced

variability, why we'd see lower tail behavior, and to get some question
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-- haveyou done alternatives? There are some obvious alternatives.
Don't usethe two days back and forth. Chooserandom days and bring
them together, find some correlation structure from day-to-day
sampling, and use that.

Have you done any of that, some of the things we discussed
when Calendex came up?

MR. MILLER: Yeah. We'vetalked about that one. One
possibility isto hold the day constant -- hold the diet constant
throughout the seven days, don't randomly bounce back and forth.
Another possibility would beto choose different residues -- keep the
same residues, for example, and find out how much of an effect that
has.

We haven't gone ahead and done any of those analyses at this
point. We'relooking for recommendations and thoughtsfrom you on
how that might be applied.

DR. PORTIER: Andlet'sseeif | had any other questions.

Yeah. Two moreslidesdown I'mtrying to understand this conclusion
aswell. Couldyourepeat the explanation for me.

MR. MILLER: Any I'll just read the slidefirst and then go
throughit. Any consecutive day period of interest for an individual

will contain aseries of repeated dietswhich tend to underestimate
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variability. So, for example, if we'rerepeating, if anindividual has
reported --

DR. PORTIER: That | got. It'sthe next one.

MR. MILLER: Okay. Thiswill tend to overstate potential
exposure at the upper tails of the distribution to the extent that
reported diets are associated with higher exposure. So for example, if
| consumed, for example, two ginkgo fruits over these two days -- and
that's an unusual event -- I'm going to repeat consuming those ginkgo
fruitsthrough all seven days.

Soit'skindof --inreality over seven days, | wouldn't be eating
thoseon all seven days. Butit'sartificially repeating that
consumption pattern over the seven days.

Soif tothe extent that the diet isresponsible for high residues,
the choice of the diet, the food choices, that would have atendency to
overstate the potential exposures.

DR. PORTIER: Okay. | guess| understand that point now.

And by overstate, you mean overstate to some true distribution that
wereally don't know.

MR. MILLER: Yes, yes. Andthat'sjust at the higher
percentiles. It would be kind of aregression tothe means. Asyou

add morevariety to thediets-- instead of repeating the two diets over
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and over again, if you're high, youwould tend to move lower.

DR. PORTIER: Andinthefood consumption survey, were all
dietstwo days?

MR. MILLER: All thediets-- okay. Therewere -- they asked
everybody for two days and the datathat we usein DEEM isonly
those individualsthat reported the full two-daysworth of
consumption.

DR. PORTIER: Sotheindividual-day dietsarederived from the
two-day diets absolutely guaranteed.

MR. MILLER: Yes.

DR. PORTIER: Thanks.

DR. KENDALL: Any further pointsof clarification? Mr.
Miller, I thank you for an excellent presentation. We'll break at this
point for 15 minutes. We will reconvene for the public comments.
And then wewill moveinto the panel discussion. Thank you.

[Break.]

DR. KENDALL: If everyonewith taketheir seats, we'll
reconvene. Okay, thisarereconvene. We'rein the public comment
period now. We have had two individualsregistered to speak. The
firstl wouldlikeinvitetothetable Ms. Ingrid Kelly of Bayer

Corporation. If youwould approach the public commentor position
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over there. Themicrophoneisavailable. Please state your name and
affiliation for therecord.

DR.KELLEY: I'mIngrid Kelley, Bayer Corporation.

I'm heretoday on behalf of the Implementation Working Group
totalk alittle bit about their comments on the OP cumulative risk
assessment, especially the food exposure part of it.

First of all, IWG commendsthe Agency for doing such a
wonderful jobintheir move forward toward producing acumulative
risk assessment, whichis, asyou all know, atremendousjob. The
IWG recognizesthedifficultiesinvolved and we want to be sure to
acknowledge that we believe that the Agency ison theright track.
There are many, many improvements that can be made that we can see,
and wewould like to advance some of them here.

We feel that, as| said, we areon theright track. But the
OP-CRA process and methodology is precedent-setting technology and
methodology all of the other chemicalswill be evaluated with asimilar
technology. That'swhy we feel, as Marsha Mulkey putit, it we need
to put in the best and sound science. Science must bethebasisfor this
risk assessment.

Transparency and understanding are equally important. Because

if wedon't havethat, we don't really understand the science.
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Stakeholder input isequally important because each of us have
our own little niche and we must be sureto listen to all the opinions
and stakeholders, including the growerswho have a particular interest
inthisrisk assessment.

So we hope and, therefore, that the Agency will continueto
improve this assessment; and, finally, will give us another opportunity
to comment. Inother words, we are hoping the Agency will produce
an interim cumulative risk assessment where we will have the
opportunity to see what theimprovements might have done and how
further we can improve this assessment.

| have to put my glasseson. IWG believesthat the accuracy and
realistic assumptionsfor the dietary datainputs are extremely
important in the cumulativerisk assessment, aswell assinglerisk
assessments. The assessment is, if itispeppered with overly
conservative assumptions, often istaken as protective would then
would mask thereal risk drivers. Therefore, we haveto be sure and
not be overly conservativein our assessmentsthenwe want to find
real risk drivers.

| have, myself, found thisto bethe case withindividual
assessments. | have some proof of thisthat conservatism can, in fact,

lead you to the wrong direction.
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Andwith thisin mind, we hope that the Agency, asthey have
indicated, will further refine therisk assessment. We hope that they
will consider the following considerations. Perhapsthey might
reevaluate the blended and nonblended issues.

Part of thereason for that is because the new DEEM (FCID)
doesinclude new recipes, new food groups, that have never been there
before. They should be evaluated whether or not anitemisblended or
nonblended. Thismakesabigdifferenceintherisk assessment.

Processing informationisplentiful. The Agency hasat its
disposal the processing information from industry; it has, also, at | east
40 yearsliterature around the world that has been produced by
scientistsin universitiesthat show that OPs, especially, degrade when
they are processed in homes by cooking and baking and other
processing.

We are applauding the Agency for using registered and
supported usersonly intherisk assessment. These are, after all, the
only thing that the Agency or industry can do anything about. All of
rest of it that might beillegal use should fall into a separate category.

We believe that the Agency should adjust the PDP datato
reflect only current use patterns. Inthelease 10 years, many

companies, including my own, have come up with different and
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competitive chemicalsto OPs. These have already replaced many OPs.
Andthe 1994-1995 PDP datadoes not reflect this. I, again, have from
my own company several instances wherethisisthe case. | will
forward thoseto the Agency, and they may share them with you as
they wish.

Also, thereisthe OP market basket survey which was conducted
onl believe1l0or 13 -- I'm not entirely sure -- commoditieson single
servings. Thisdataisinthe hands of the Agency. They have
evaluated it, and we believe that it could be used appropriately.

We believe that theincremental changestaken collectively will
improvetheoverall credibility of the OP-CRA. We also believethatin
refining the assessment, the Agency will have abetter tool for more
reliable decision-making.

The stakeholders need to have opportunity and accessto the
EPA's CRA toolsand data. Asl have mentioned, the Agency has used
the new DEEM-Calendex. None of our colleaguesin our industry have
accessto thisdatabase or thismodel. We have not had achanceto
evaluateit. Theversionsthat are out now have not been peer
reviewed, even though older versions have been.

The new translations of recipesincorporate new food formsthat

include baby food. We are not familiar with those food forms. We
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have not really had achanceto get an input on that.

Also, these new translations -- and | don't understand how --
and thisiswhere, perhaps, transparency getslots. The new
translationsin some way incorporate into the new recipes processing
factors, | wasinformed; and thisis something where we need some
clarification. Because whatever processing factorswe might give the
agency, they may not able to use but wewon't know why. Sowe need
to have somereview stateto find out what went on there.

Also, new PDP datahave been used. We congratulate the
Agency for working with USDA so closely to obtain this newest data.
We arevery glad for that. But theregistrants and the stakeholders
have not had achanceto seethe dataasyet. Itjust came out, |
believe, last week publicly.

We, also, believethat it isuseful, and the Agency did indicate,
whichwe're glad for, that they will do analyses using the CARES and
other software. We believethat isessential. Sometimesthedifferent
model will point out different problemsin data sets or thingsthat are
important that have not shown up in one particular model because they
have not been anticipated.

Finally, the IWG supportstherolling time frame average for the

dietary CRA and thewholerisk assessment. Partially, if the Agency is
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goingtousetheBMD10 based on a21-day toxicology value, it kind of
would match the hazard, the acetacholinesterase inhibition at steady
state with the duration of exposure. We believe that this makes sense.

Also, Jeff Driver will later on, for the nondietary portion,
inform you why thereis also good reason why this makes sense for
nondietary considerations.

UDSA Food Survey Research Group should be consulted on
related food consumption issues as you have discussed when David
gave histalk. Thereis, for the food consumption, only one- and
two-day period for each individual that information was gathered.
Andit wasnotinconsecutive days.

However, the UDSA, have older databasesthat dois
consecutiveinformation. Andthiscould beusedto correlate
consumption patterns. Andin additiontothat, ENHANES (ph) might
be ableto relate some of these food consumption patterns and see
what isthe best way to handle this particul ar data.

Our final recommendations from the IWG is that EPA should
reissue or issue arevised or interim OP-CRA that hasinaccuracies and
improvementsincludedinit. Hopefully, by then, there might be a
comparison also and an analysis of the outcomes of alternative models,

the Calendex and CARES and theLifeline. | think wecanlearnfrom
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all of them.

We haveto, also, evaluate the alternativesin methodologies as
David has pointed out. | think the Agency isdoing agood jobindoing
that. And | think they're goingto go further on that. We appreciate
it.

And, finally, we do hope and we do encourage the Agency to
allow sufficient time for additional peer review and public comment
beforefinalizing the OP-CRA. Itisanimportant tool for now and for
the future. Thank you.

DR. KENDALL: Thank you. Any questionsfrom the Panel for
Ms. Kelly. Thank you very much. The next public presenter that's
registeredis Dr. Judith Schreiber, New York State Office of the
Attorney General.

DR. SCHREIBER: Good morning. My nameisJudith
Schreiber. I'm aresearch toxicologist inthe Office of the Attorney
General of New York State and a Senior Public Health Official there.

| have a number of comments, mostly clarifications, of what was
discussed thismorning. | didn't bring any prepared commentswith me
today. Theseareall really just questions of clarification. But my
officewill be submitted comments, written comments, to the docket.

We certainly thank the EPA and SAP for undertaking such a
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broad and comprehensive and very needed assessment on OPs.

That said, the hotel actually provided me with this apple as prop
which was very nice. Just one comment regarding the ginkgo fruits
and how many timesyou might eat theminarow. | would just point
outit'smuch morelikely that afamily isgoing to buy abag of apples
and eat those apples over the course of aweek, perhapsonetimea
day.

That's not an unreasonable assumption. | just wanted to point
that out. My family eatsalot of apples. And | think childrenin
general eat alot of apples and apple products.

| was very concerned about the decision by the EPA of not
including violative and nonregistered use residuesin the exposure
assessment. Of course, what goesinto that model isvery key about
what kind of numbersyou generate coming out.

| was interested in whether the EPA has conducted or whether
the SAP had requested the EPA to conduct asensitivity analysis of,
for example, using those violativeresidue data and looking at how the
assessment would differ. | think that'sreally very critical.

| don't know. Maybe someone on the SAP caninform me
whether that was something that was requested or has EPA ever

looked at that? Anybody?
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MS. MULKEY: Why don't we hear all the questions, and we'll
try to addressthem just aswe have tried with other public
commentors.

DR. KENDALL: Very well. We'll try to summarize aresponse
at the conclusion of your presentation.

DR. SCHREIBER: Allright. I'djustliketo emphasizethat it
seemsto mewould bejust like having a high school student grade
point average that we decide not to include hisflunking grades, his
failing scores, because he wasn't supposed to fail and so we're only
going toincludethe passing scoresto figure out these averages.

It just doesn't seem to make senseto meto exclude what we
know as, we do have alot of data, that indicate that there areresidues
on foodsfor which thereisnotolerance for various OPs. Why not
includethoseif infact they turn up time and time again.

| had asked this question once before at one of the KARAT
meetings, and | wastold that the datais so robust, that it wouldn't

make any difference. Well, if that'strue, I'd like to see that analysis.

| think it would be very important for both U.S. and imported products

for those.
Onething that I'm not surethisisthe appropriatetimefor it.

But the MOEs have come up quite abit through thismorning's
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discussion. Hasthe EPA or the SAP considered what isthe
appropriate margin of exposure for the cumulative risk assessment?
And | understand, at least in part from this morning's discussion, that
that issomething that EPA isnot ready to isdecide at this point.

If that'strue, | think the risk assessment is missing the punch
line, ismissing therisk management part. And | think it would be very
hard for public commentorsto make any final determination on this
risk assessment without that component. So | think that really isvery
necessary and perhaps either the EPA or the SAP can elaborate on
what isthe margin of exposurethat isgoingto be considered to be
sufficient under the FQPA for cumulativerisks for OPs.

Infollowing the previous commentor, I, also, do agree that if
thereisgoing to be substantial changes or elaborations of these kinds
of pointsinthefinal risk assessment, that you public be allowed to
comment once move beforethe documentisfinalized.

And one other point. | believeit was mentioned that the
children age oneto two are the most highly exposed population. And |
was wondering, also, whether for the younger children from zero to
oneyear oldsisexposurethrough breast milk and contaminated
formulaincluded in the assessment in the OPs? Perhaps somebody

could address that.
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That concludes my informal comments. And as| mentioned, we
will be providing written commentsto the EPA on thisdocument.
Thank you very much.

DR. KENDALL: Thank you. Ms. Mulkey.

MS. MULKEY: Thismight beasgood atime asany to say a
little bit more about the violative and also talk about the canceled and
phased-out products. Andthen I'll ask our scientists. We have had
this question about breast milk and the water in formula and so forth.
So I'll ask them to go ahead and do that, and that will wrap this piece
up if that makes senseto you guys.

DR. KENDALL: Yes.

MS. MULKEY: Sinceitisthe sametopicthat we'reinthe
middle of anyway.

DR. KENDALL: Absolutely.

MS. MULKEY: | explained alittle bit of the policy thinking
behind the way we have addressed violationsin other context. But
with regard to this particular data set whereyou haveinthe PDP data
residuelevelsthat are above thetolerance, | understand that Dr.
Miller did give some datathis morning about the frequency and the
extent of those datain the data set.

And | think that isasituation which we've been very mindful of
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trying to understand the science implications of that policy choice.
And | don't want to leave the impression that we are uninterested in
that. Thatiswhy we developed the information about the extent to
whichwe'reseeingit and so forth. Sol don't think | have anything
more to say about that other than that'swhat led to our having the
information we offered earlier about the extent of that situation.

The other issomething that also came up in public comment
yesterday and the Dr. Portier asked usto speak to whichisthe
chemical crop combinations. In some cases, it'swhole chemicals; in
some cases it's chemicals and some uses asto which we have taken
regulatory action as part of the individual chemical risk assessment
process and/or where the companies have voluntarily changed their
registrations materially whether for risk-regarded reasons or
otherwise.

Andwedo have -- we have done that with regard to a number of
OPs and their uses. Andin most cases, asistypical for apractical way
of ending ause, thereissomekind of timeline. Even whenthereisa
immediate cessation of the sale of the product, thereisaperiod of
clearing the channels of commerce. Even after thereisaperiod
beyond which thereisnow allowed use, thereisaperiod for treated

foods, for example, to clear the channels of commerce.
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Soweareintheglide path for afair amount of risk reduction.
I've looked at the dates, and it would take awhiletoread all the dates.
But sort of the last datesin thelist are not, at this point, five more
yearsfrom now. Most of them end the at the end of '02 or '03. There
aresomeresidential usesthat gointo -- there'sonethat goesto the
end of '05. But even that, of course, islessthan four yearsfrom now.

Our thinking on thiswas simply that the risk management
choices had been made and that they were on a path of either such
expedition asthat you couldn't practically make alot of differencein
that or reasonable expedition; and that sincerisk assessments are
conducted among other reasons for the purpose of risk management,
that including these in therisk assessment would not materially
improve our risk management decision-making. So that'sthe thinking
behind that.

Almost all of the direct food uses have end sal e dates or end use
dates by the end of thisyear, especially those on fruits and vegetabl e.
A few gointo'03. That givesyou ageneral answer. That information
isall available on our web site, but | won't read through each one. If
thereisinterest in aparticular one, of course, we could speak toit.

And now maybe Dr. Smith can address the formula and breast

milk issues.
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DR. SMITH: Withrespectto childrenlessthan ayear old, or
for that matter any of them, the potential for contamination of formula
iscoveredto the extent that the survey would adequately reflect what
they ate.

What isnotinthesurvey isbeast milk, the mother's breast milk.
Itisour best judgment that that isnot asignificant oversight on our
part. Theevidencethat we seeindicatesthat there's not much
potential of OPsin mammalian milk. We are including cow's milk, of
course. Andthereareno OPresiduesaccumulating inthose.

So, basically, that'sall | would say on that. It'snot included,
but it's our opinion that that isnot amajor oversight.

DR. KENDALL: Any pointsthe Panel wishesto make or ask
EPA? Dr. Bull.

DR.BULL: I havealittlebit of concern, and I'm going to ask
this question kind of publicly. Theissuesrelated to the cumulative
risk assessment and there'sissues that go to OP'sregulatory mandate.
I'mtrying tofigureout,if we'rereally, truly interested in cumulative
risk assessment, where you would haveto bring in some of these other
less frequent contributorsto OPP exposure but recognize at the same
timeif youdo bringthoseinyou havetorealizethat you can't address

many of those extreme exposure through your regulatory mandate. It
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probably goesto other placeswithin the Agency or perhaps, or
probably in alot of cases, to other agencies.

SoI'mtryingto figure out when we'retalking about a
cumulativerisk assessment, are we really talking about acumulative
risk assessment or are we just talking about a cumulativerisk
assessment that dealswith what'sin OPP purview?

MS. MULKEY: Wearenot limited to what iswithin our
purview. | didn't mean to leavethat impression. We do not, inthe OP
risk assessment, other than some drinking-water-related
considerations, most of the exposure sources do happen to bewithin
our program. But | didn't mean to leave the impression that that was
an inherent element of our approach.

DR. KENDALL: Any other pointsfrom the Panel? Arethere
any other personswho would like approach the Panel for public
comment? With none, we will close the public comment period.

| would like now to have Dr. Smith and Miller to go ahead and
present the questionsto the SAP, and we'll move forward.

DR. SMITH: Questiononefor food. Inthepreliminary OP
cumulativerisk assessment OPP used all available PDP monitoring
datagenerated since 1994 asthe basis for theresidue distributions of

pesticidesin treated foods. Asaresult, somefoods multipleyears of
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data (asmany asfive), while others have only asingle year of data.
All years of datawereincluded to provide the most robust data set
possible. These datawere extended to cover foods and processed
forms of foods for which dataare not directly available. Additionally,
some other foodswere included in the analysis based on other less
robust datafrom FDA.

OPPisconducting asensitivity analysisinwhich theresidue
contributionsfrom specific foods, either oneat atimeorin
combination with other foods, areremoved from the analysis. This
analysisisbeing conducted as part of the effort to determine the
contributions of specific commodities and chemicalsto the upper tail
of the exposure distribution. And some of the preliminary resultsare
shown in Table 1 of the addendum which was supplied to the Panel.

Partly asaresult of thisexercise, OPP has observed -- can | just
tossin, too -- that, also, it was shown on the slidesin my presentation
inaslightly different formsfor the sake of other people here.

Partly asaresult of this exercise, OPP has observed that the
more variables, that is, commodities, chemicals, years of data, that are
included in the exposuredistribution, the moredifficult it becomesto
effect thetail of the distribution by removing commodity pesticide

combinationsfrom the calculations. Whileremoval most exposure
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contributorsresultsin ademonstrated changeinthelower portion of
the distribution, the exposures at the upper end of thetail, for
example, the 99.9th percentile, arerelatively unaffected by removal of
asinglecommodity evenifitisidentified by DEEM asafrequent
contributor to the high end of the exposure distribution.

And sowewouldlikethe Panel to please discussthe
significance of this observation and its potential impact on the
interpretation of the output distributions and theresultsfrom highly
complex distributional analyses such asthe Preliminary OP Cumulative
Risk Assessment.

DR. KENDALL: Okay. Atthispoint, Dr. Heeringa, would you
lead off please?

DR. HEERINGA: I'll take afirst crack at thisone and my
colleaguescanjoin. First of all, | want to say that simulation tests of
thetypesreported in addendum Table 1 and also shown in summary
forminthe presentation thismorning, they're very important to
confirm that the model is performing aswe expect. And | think that as
we get down to the development of these models and comparison, that
these types of simulations play avery, very important roleinthe work
that we're doing.

The simulation teststhat produceillogical or unstableresults or
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seemingly illogical results. | believe that DEEM-Calendex should
providetheability totag and replay the inputsfor these simulations.
So, infact, you do have data, as | understanding Calendex, to go back
and analyze the contributorsto these upper percentiles.

Soinsomeways, | think there'sageneral problem here of
distributional theory and a more specific problem of what happened in
your particular simulation; and, hopefully, we can make those two
consistent with one another.

Just alittle bit on the distributional piece here. | don't want to
boreindividuals. Butin asensewhen we create these composite
residuesinadaily diet, we're compounding multiple distributions.
Andthisyieldsavery complex composite distribution for daily
residuesintake. Andthisisafunction of anumber of factors. I'll just
list those here because they may be explanatory in what's happening to
you inthis particular simulation.

We haveto factor inthechild'sweight in kilograms, and this
could be highly variable for children ages one through two because
you're actually sampling people, children from theinfantsfrom the
CSFl1, and taking their weight in kilograms. So that divisor itself
could have afactor of twofold.

And I'm not sure, given how diets are reported for these
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children, | mean you put an apple on ahigh chair tray and about half of
it goestothewall and half of it goes someplace el se and aquarter of it
may go down the stomach. Sothoseissues| think arethere. | don't
think that's going to be the answer, though.

Thediet for the day, obviously, isvery important in determining
these distributions of total residueintakes. First of all, doesthe food
appear inthediet? Andthere are any number of foods that could be
considered. It'sanarrower set for oneto two year olds.

Secondly, if thefood appears, isthere apositive residue amount
assigned to that food in the stochastic draw. If | recall correctly from
previousreviews of these DEEM models and others, that in many of
these foods, there'sahigh proportion that come from untreated or
presumably zero or no detect residues. So evenif the food appears,
when we that the stochastic draw for the day of the residue amount,
we may get azerovalueforit. Sothere'satremendousamount of
variability.

And then for non-zero amounts, it's actually the value of the
stochastic draw that doestake place. If wethink about the
distribution, the means of the these distributions, essentially, because
we'retreating these foodsindependently, the means are essentially the

sum of the individual expected valuesfor all the contributing
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distributions.

In other words, you have adistribution for every food
component that could appear in that diet for the day. Obviously, the
only onesthat comeinto play in any significant way are the ones that
are consumed during the day.

The mean of that composite for the day isgoing to be the sum of
the meansfor theindividual componentsthat agointoit. Likewise,
since we assume independence in our draws of these residue amounts
for thefoods, the variance of that composite distributionisalso going
to bethe sum of the variances of theindividual, non-zero food
contributionsfrom each source.

Removing food groups A, B, and C, asyou'vedoneinthe
simulation, changes the mean and the variance of this composite
distribution. And, infact, as| looked at this, my first responseto
your questionis| don't seethe problem here becauseit looked to me
that theresults from your simulation appear to be very consistent with
what we expect, not just theremoval of groups A, B, and C, A but
even the sequential removal of A and then B and then C appear to
produce alogical shiftinthedistribution of thisresidue distribution.

So the changes that you observed, and you actually

acknowledge in terms of the form of the distribution rate, are exactly
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what we would expect. So | didn't see anything unusual there.

Theimportance of foods groups A, B, and C to the composite
distributionisquite obvious. You get athree-and-a-half fold decrease
of mean MOE; afourfold decrease in the 95th percentile. So, clearly,
removing these groupsisdragging the body of the distribution back
toward the origin here.

Now, a2.5 decreaseinthe 95th percentile, which | thinkis
significant in many ways. And even atwo-fold decreasein the 99.5th.
But focusing on this 99 and 99.5th, which isyour problem, the
distribution of these quantitiesin thiscompositedistributionisreally
somewhat unrelated to the distribution of the compositeitself.

In other words, we can do alot of thingsto the body of the
distribution without being ableto influence this extremetail and really
afunction of the extreme values generated under of -- and not so much
the function of the mean and particular variance of the composite
distribution.

If youthink about it, if | wereto analyzethe DEEM inputsto
the particular simulation, if you think about how foods A, B, and C
can contribute to extreme values, there'sreally two ways. One of
them, isA, B, and C can form astepladder. They arebig. They are

prevalentinthediet. They may havelargeresidues. Sothey serve as
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astepladder.

And then we come along and we get another extreme valueon a
lesscommonly consumed food and added to that A, B, C value, it puts
usintothe extremes. So essentially, A, B, and C are boosting some
other not so extreme valuesfrom other into the extreme.

The other way you can getitisthat A, B, and C could actually
be generating the extreme values themselves. And i think the basis of
your question, you're sort of assuming, well, | removed A, B, and C,
so A, B, and Csextreme values aren't there. Sowhy aren't the extreme
values changing in thedistribution.

Well, the only thing that you really removed isyouremoved the
ability for A, B, and C to boost something elseup or for A, B, and C
to generateitsown. Now the probability that A, B, and C inamixture
of dietsisgoingto generate those extreme valuesall ontheir ownis
relatively small because there are only three groups. Andif you think
aboutit, evenif theentireresidue distribution were based on A to get
to the 99.5th percentile, you essentially have to something with odds
of almost 99.9th percentile, you have to have something that has odds
of onein athousand of being drawn from a distribution.

So the probability of getting an extreme event from A, B, and

Csresiduedistributions extremely small; and even in combination, it's
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pretty small. So what happens hereisthat you've got 69 other food
groups which might occur someplace in some child'sdiet during your
simulation run and each of those 69 food groups also has extremes,
and so as| sum across all of these children in the particular profile for
agiven day, someoneisgoing to eat these odd foods.

And although they aren't as prevalent inthedietsas A, B, and
C, the sheer numbers of them that could be there and the fact that they
could each contribute with some low probability an extreme value,
essentially the strength in numbers means that you're still generating
extremevaluesfrom all of theselow prevalence food groups; and so
these maximums are not being affected as much as you might think.

That's my statistical explanation. In other words, you have
several different routes. And that what's happening is becauseyou are
still generating potentially with low probabilities but add small
probabilities across large numbers of food groups, you generate higher
probabilitiesfor generating extreme values from these sort of
nonprevelant foods.

| suspect that that's what's happening. Thisisaguess. And
you'll be ableto affirm that with DEEM. We can't rule out what |
think are more pathological explanationsin astatistical sense. That

there may be some -- and thisiswhat | think you're hunting for --
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extremeresidue commodity potency factor relationshipsin DEEM that
don't make sense and are producing these outliers. Clearly, you want
to hunt those down and try to rectify the datathere to make sure that
itisconsistent with empirical datathat you have on these
distributions.

Also, another factor that occurred to meisthat potentially,
even though -- and thisisreally astretch but | think it'sworth looking
atinyour analysis. If youremovefood groupsA, B, and C, we'reonly
looking inthe simulation at ashort oneyear interval. But most of us
know that children's diets change considerably over that one year
interval.

Soit could well be that what you're doing when youremove A,
B, and Cisthat you're actually removing foodsthat are eaten later in
theinterval, like whole fruits and vegetables, as opposed to sort of
mushed fruits and vegetabl es or other types of cereals at the
beginning. There may be some time-related dependency between food
groupsA, B,and Cintheyear oneto year two.

And why would that beimportant? It would be important
becausetheit affectsthe weights of the these children. The weights
of these children could be actually the kilogram divisor in the exposure

could be changed.
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Sothoseare, again, thelastisabit of astretch. Butl thinkif |
had to analyze how to decompose the problem, theoretically, | think
what's happening isthat, asyou draw out A, B, and C, you arein fact
contracting thisdistribution significantly, pulling the body of the
distribution back toward the origin, but you're not ableto impact the
very extremes because you still have thisunderlying, very thin extreme
valuedistribution for all these other components.

DR. KENDALL: Thank you, Dr. Heeringa. Asyou can hear,
thereis music next door. We did not know this. We were only
informed this morning that apparently thereisto beaconcertinten
minutes. Sol'mgoingto -- which started even earlier. And, quite
frankly, apologize for this happening. Wewere just notified acouple
of hoursago. Sowe're goingtotake our lunch break beginning at
approximately 11:30.

| ask everyoneto bear with usfor the next ten minutesor so. |
hopethat will work. Andthey'll be concluded by 1230, and we'll
reconvene. Solet'sgrinandbearit. And, Dr. Reed, canyou follow
Dr. Heeringa, please.

DR. REED: Yes. | just want to commend the Agency for the
enormoustask and alot of work putintoit. It'simpressive.

What Steve was saying, | totally agree. It'savery complex
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analysis. I'msureif thereisan easy way to go back and see what
happenedto it orintermsof what isthe major contributing factor
except to do what you'redoing. And that's something we do very
oftenin our program, too.

| think even down to look at the CC to identify the high
contributing commodities takes some looking around. You'velooked
at three of them. | want to follow what Steve was saying in that,
actually, after you get rid of three of them or even one at atime, look
at the CC again and seeif you'reright on track.

Also, when you look at the CC, as Steve pointed out, see that
the H vector would comeinto play within that 3-to-5, 1-to-2 bracket.
The eating pattern, the distribution of contribution from different
commodities, that sort of thing. A lot of timeswe haveto go back and
forth and find that high contributing commodities that way.

I'm sure there are many more sets of sensitivity analysis that
could bedone. Something was mentioned -- and | thought it was
worth sort of mentioning again -- was the curiosity of whether
chemicalswill make adifference. You'relooking at commodity;
contribution, look at the chemical contribution.

Other thingsare-- | mean, in that case, you sort of trap the high

contributing chemical and then do asyou did, removing one at atime
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and to see what happened.

In terms of thingsto consider, | think there's so many thingsto
consider. But the Agency isunder thetime constraint to complete
something at thistime. What | was thinking was as the most important
thingisthis: Fromthe presentation and the document, it reflectsalot
of experience from the Agency in doing what you do and giving the
assumption that we assume, for example, dietary exposure does not
fluctuate significantly over the year, that type of thing, or even though
it's calendar-based in terms of the whol e assessment but dietary is not.
You know, these assumptions, PDP data, single unit analysis data, will
not impact awhole lot as compared to using composite.

| think the Agency haslots of experience with this. It would be
goodto presentitinaway. | think peoplewould like maybe to see
some support instead of just asingle sentence statement. | think that
would help.

DR. KENDALL: Thank you, Dr. Reed. Dr. Zeise, would you
liketo follow, please.

DR. ZEISE: | agreewith the commentsearlier, and | think the
explanation provided for thefinding isvery reasonable. And,
obviously, we need to exploreto seereally what is happening in the

tail and whether or not thereisaproblem with the model or whether
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or not that explanation that was given holds up.

In addition to exploring that, | think it'svery important to focus
onthetails. Itrepresents many individualsinthe population. Andit's
important, | think, to explore other factors that might change the tail
significantly. It'snot clear the extent to which violated exposure
would change that. The extent to which consideration of degradates
might change the assessment.

Andthentheissue--and | didn't seeit exploredinthe
document -- of binge eating and seasonality of fruitscomingininthe
summer months, and so forth, if CSFII appropriately captured some of
the cases where you might expect larger exposure. | think that would
be useful to explore.

And the nondetect, I'm assuming that that has been adequately
addressed. Therewasadiscussioninthedocument. It wasn't clear to
me the extent to which, if you assumed at the high end of the
distribution, if you threw in some nondetects as half the detection
level, whether or not it would significantly change the evaluation at
thetail.

Andthereasonwhy itissoimportant to look at thetail isthat
the MOE israther small there. Infact, if thereareeven larger

exposuresthan that, that really indicatesthat thereisaproblem. So
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really understanding that regionisimportant. AndI'll leaveit at that.

DR. KENDALL: Thank you very much. Any commentsfrom
the Panel in addition to the comments already made on this particular
guestion?

DR. MCCONNELL: Yes. | wasstruck by the fact that you
depend agreat deal onthe UDSA for alot of your input in your
calculations. | waswondering, and it was suggested by one of the
people from the audience, that you haverelationshipswith UDSA. |
don't know what they are. Do you have periodic meetingswith them
to update yourself with what they're doing? Their science must be
evolving asisyour science, and do you have away to keep up with
that?

DR.SMITH: Yes, wedo. Inone area, of course, one of the
major areaswe're discussing today, aretheresidue datathat we're
using. That'sthe PDP program. And we work very closely with them.
We advise them as to what our interests are and then thingswe'd like
toseedonefromyear toyear. Soit'savery closerelationship. Also,
there has been considerableinteractioninthe areaof the CSFII. |
don't know that | can say much more about that; other that | don't
know if, David, isthere anything you'd like to add to that?

MR. MILLER: Yeah, wedo communicatewith USDA onthe
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CSFIl and the food research group that isresponsiblefor it.

DR. DURKIN: Thank you.

DR. KENDALL: Any further comments? Dr. Durkin.

DR. DURKIN: Very briefly, we will be discussing residential
exposure at alater time. But thisdoesrelateto food and, again, itis
theissue of homegrown vegetation. | did not seethat inthe
residential exposure. Andwemay clarify itthen. Butit'sclearly not
inyour food exposure. And I'mrather concerned that that could be
the 800-pound gorilla.

Theconcerniswith peopleinarural area, especially rural
south, who may livein aregion of agricultural usage that could be
very high. And Il am alittle concerned about what I've heard up to this
point that we could have, again, abimodal distribution of risk that
we're simply not addressing.

DR. KENDALL: Okay. Any further comments? Mr. Lewis, our
DFO, hasinformed methat they'rerunning late over there. Therefore,
we may have timeto go to the next question. 1'd like to take an hour
break. So could we procedureinto the next question asrecommended
by the best intelligenceinformation |'vegot. Andit'sthe military next
door.

MR. MILLER: The Calendex model can be used in anumber of
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modesto develop aprofile of exposure estimates. Inthe current
assessment, OPP conducted a series of single-day assessments arrayed
chronologically to develop aresponse surface of exposures. A
constant percentile of exposure was selected to represent the potential
exposureto agiven percentile of the population. For example, the
99th percentile for each day would be arrayed for 365 daysto reflect
the population estimate across the calendar year.

Calendex can also be used in amulti-day sequential series
analysis, asl referred to asa"rolling time frame mode." A rollingtime
frame provides an estimate of the average of daily exposuresfor an
individual calculated over multiple (7, 14, 21, or 28) daysfor each
multiple day period over the course of ayear, (e.g., days 1-7, then
days 2-8, then days 3-8, etc.).

Inthismodel, anindividual's food exposureistracked across
the calendar year by randomly selecting day one or day tow of that
individual'sreported consumption from the CSFIl and combining each
commodity which comprisesthat consumption with randomly selected
residue values for each day of the calendar year. Theserolling
averagesfor each individual are assembled to develop adistribution of
rolling average exposures.

During previous SAP meetings, the Panel has expressed concern
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about the use of CSFI1 recordsto represent longitudinal consumption
patternsfor individuals. Concern arose asaresult of the design of the
CSFII study, in which two nonconsecutive days of data (separated by 3
to 10 days) were collected for each individual.

Please comment on the use of CSFII datato support each of
these two modes of Calendex asthey pertaintothe cumulativerisk
assessment of pesticidesinfoods.

DR. KENDALL: Dr. MacDonald, can you lead off, please.

DR.MACDONALD: Well, | guessto beginwith, I'm under the
impression that CSFII isabout all we havethat'srelevant. Sowe don't
have alot of choice here. | guessthere would scope for doing some
kind of sensitivity analysisto see what the impact would be of having,
say, you could make up some dataon longer term records and just see
what impact it would have on the estimates.

Asfar asthedifferent modes of running the Calendex model
goes, | think Dr. Portier'sremarksearlier werevery relevant. And |
hope they'll get into the response for this question.

But, basically, | think the effect of using therolling averageisit
will mitigate effects of sampling nonconsecutive daysto some extent;
but, mostly, it will just reduce the extremesin the simulation.

Isthisrelevant? | don't really know. | think we haveto know
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more about the metabolism of the OPsin humans at different life
stages. | think thelimitation hereisthe margin of exposure computed
asthe point of departure divided by exposure, so we have to make sure
that the exposure measure and the point of departure are both
relevant.

For example, what we saw yesterday in the adult rats, the dose
response curve, we saw there was a shoulder and in many casesin that
suggest in some situations amoderate short-term exposureistotally
innocuous. Butthat'sfor adultrats. Asthe NRDC has pointed out, it
might be totally different in humans; it might be totally differentin
human infants and fetuses. Soit'sreally hard to say what the effect of
changing your exposure measureisgoingto beif wedon'treally know
what type of exposureis most relevant in the population we're
considering.

| think to conclude, therolling averageis probably agoodidea
if the main concernischroniclow to moderate levels of exposure. But
if thereal concernisacutelevels, than reducing the extremesis
perhaps going to be missing some of the more dangerous episodes.

DR. KENDALL: Thank you, Dr. MacDonald. Dr. Freeman.

DR. FREEMAN: Thetwo methodsused with Calendex, you can

almost think of them as bounding examples. The use of asingle-day
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constant percentile of exposure for every day provides an exceedingly
conservative estimate of exposure. Itisclearly not representative of
individual exposuresover time. And| findit difficult to understand
what it actually meansin terms of population exposures. And, also,
I'm not quite sure how you're going to use that.

In contrast, the second method which usestherolling averages,
isnot only less conservative, but for very young children when you
only have two samples of food, may actually reflect what young
children over alimited time period, as Dr. Heeringawas suggesting, is
fairly realistic. Young childrentendto havevery narrow food habits.
So that whileyou only have two samplesto draw from, they probably
aren't that different from each other because the children aren't eating
awiderange of foods. Sothat may actually be useful inrepresenting
sort of the average young child with fairly limited ranges of foodsin
their diets.

Onthe other hand, that samerolling average, because you only
have two food samplesto work with, may underestimate or suppress
the high-end exposuresfrom dietsin the same children. And |I'm not
sure what you can do about that.

A concern of mineisintheapplication of all thisstuff. Inthe

examplesthat you give, you suggest that diet istreated as uniform
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throughout the country. And unlessyou have already done so, | think
thisisahypothesisthat needsto betested, particularly in areas such
as Region 3, the Texas Fruitful Rim, which are predominately
Hispanic. | wonder whether the diet for based on the CSFI11 for the
total United Statesisreally appropriate. And onethingthat you could
doistocomparethedietsassociated with that region from one such as
the Easter Upperlands or the Northern Great Plainswhere the
demographicsarevery different.

Another alternative -- that also assumes that the CSFII has not
under represented minoritiesin their sampling, which may also be the
case. Andif that'sthe case, you may haveto go back and |ook at
census datafor those areas and do some sort of proportional weighting
based on census characteristics.

So that adds more complexity to your model.

DR. KENDALL: Thank youvery much. Dr. Reed.

DR. REED: | want to follow up onwhat Natalie was saying. |
think, basically, if we take asort of acommon sense way of thinking,
we would think that the diet has seasonality and hasregional
differences. Again, | think it'spartly | think because of the Agency's
experienceinthisarea, knowing the impact of parting them out into

region and season, and maybe it doesn't come out to beawholelotin
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terms of impact. Andit'stime consuming andit'snot readily available
interms of toolsright now with DEEM and Calendex. |I'm not sure
about that part.

But what I'm trying to say isthat | think it would be good to
give some support to that assumption or, as Natalie was saying, run
some data sets. Remember, we'veinthe past looked into thingsthat
are important to children. For example, apples, they do have
seasonality and also regional differences. It could be up to about
20-percent differences. Soit'ssomething that probably isworth
looking into.

In terms of using that data for modical day sequential analysis,
you have already presented the prosand cons. But | remember -- |
just have one simple comment. | remember in September 2000, when
we look at Calendex, there wastherecommendation to look into this
method. And I'm still very interested in following up on that.

Thatisinstead -- | think maybe the overriding desirableidea
right now for youistotraceanindividual. And, therefore, you think
that perhapsyou need to stick with these two data points. But | think
there's somewhere in the document that emphasizes that you're not
actually tracing individual exposure pattern. Sointhat case, itisstill

possible, aswhat we recommended before, to base on demographic
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characteristics, to pull the datatogether so that you would have a
larger sampling size of populationto draw from instead of just two
points.

And | don't know how difficult thatis. But | think that's
something that's still worth lookinginto. I don't know if I'm clear on
that point.

DR. KENDALL: Isthat clear?

MR. MILLER: Yeah. | think what you're sayingiswhenyou
say "pool thedata,” theway it'sdonenow iseach individual'sdietis
connected to that individual.

DR. REED: Right.

MR. MILLER: Each of thosetwo daysworth of diet.

DR. REED: Right.

MR. MILLER. What you're sayingis maybe draw from,
essentially apool that has demographic similarity to that individual.

DR. REED: Right. Threetofive pool with different seasons,
four seasons.

MR. MILLER: Okay.

DR. KENDALL: Very well. Dr. Heeringa, anything to add?

DR. HEERINGA: Just briefly to Dr. Reed's comments. | think

theidea-- right now, the way that you're using the CSFII data, is
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essentially you'relocking achild's body weight and gender and age
into aparticular diet or maybe at most threedietsif inthe CSFII and
two dietsfor theinfant and child observationsin the '98 CSF.

And what we'redoing there-- | don't think of us believe that
thischildis going to eat macaroni and cheese 365 daysayear. Butin
your sample someplace else, there'sachild eating green beans and a
hamburger or there'sachild eating oatmeal. So what you doiseven
though you're focused on an individual child, what you're assuming is
exchangability among children of the same age and same gender. And
thething you'redoingisyou'relocking aparticular body weight to a
particular diet.

| think that's aconstraint you don't need to use. Dr. Reed's
suggestion isessentially samplethe child. You need to get a
representative samples of children with their body weights and their
genders and their ages. But then, among childreninyour national
sample, which you're assuming to be exchangeable anyway, sample
their dietstolink to those on adaily basis.

So | think that breaks one sort of false correlation inyour
current input structure that isunnecessary and doesn't contradict in
any way.

Now, on the other response to this question, you are
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constrained by the fact that you have two or at most three days of diet
for any individual. By putting thingsin thispool, you've sort of
unconstrained people'sdietsalittle bit. But you haven't actually built
inrealistic patterns. You still haveto assume, if you go Dr. Reed's
route, that you have random eating and that there are no consistent
correlations over timein consumption patterns. Which we know for a
bag of oranges or a bag of apples or abunch of bananas or even things
like green beans, you might be eating them two or three times during
the week in which they're bought. | think that's another level of
sophistication that you might think about bring in at least in terms of
simulation.

Andthisiswhat Dr. Portier brought out, yesterday or earlier
this morning, that you might look at some testing in the model where
you do two things. Andthatisyouhavealag factorinthe
consumptioninthedietary intake for some of these commoditiesthat
we know are goingto beinthe household for aprotracted period of
time. And | don't think macaroni and cheeseis going to be one of
them. But applesand variousfruitsthat are boughtin larger
guantities than vegetables, and see what that does.

Andif youdo that, then| think you, in addition to sort of

introducing alag in people'sdietary consumption during the period of
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athree- or four-day average, also preserve the drawson theresidue
amounts becauseit'sonly realistic if you do that that these
commoditiesthat came from the same source would be expected to
have nearly similarly residues amounts. We know there will be
variability, but much lessvariability than a completely random draw.

So | think with the datathat you have available and some
assumptions -- and, again, | would only put thisin simulation context
right now, to look at what happenswhen you introduce not only
lagged consumption from one day or time-correlated consumption of
some of these commoditiesfor short periods. And | would say three
to four dayswould be fine on most of these or aweek. And then, also,
to preserve theresidue amounts associated with those.

Now, that'scomplex, | know. But | think that would add alittle
bit morereality. Now if you do that, then | think thiswholeissue of
whether you use theserolling averages or individual days, therolling
averages make sense as a measure of sort of short-term chronic or
maybe steady state impacts of the residue consumptions; but I think
they only make senseif you do these other steps. Andthatisallow
foodsto havetime correlation over short periods of time and that the
residue amountson those fruitsare also preserved as draws from your

residuedistribution. Then | think theserolling averages do approach a
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better reflection of what the sort of chronic exposure over a28-day
periodismorelikely to be.

| think if you'redoing fixed dietsfor kids, random draws of
residues everyday for each child. I'm not sure that you're getting from
theserolling averages what you would really like. It'snot agood
reflection, | think, of chronic exposure. Andthe one-day stuff gives
you the acute exposurein abetter sense, | think.

DR. KENDALL: Any further commentsfrom the Panel? Dr.
Portier.

DR. PORTIER: | agreewith all the comments that have come
forward, starting with the one that said you guysdid agreat job on
this. But presuming something we can look at and comment onis
really pushing the edge of what's been done previously.

| was sitting heretrying to think about my question earlier
concerning the conservativeness of this particular method. Especially,
the two-day flipping back and forth. And your observation that you
think thisis going to be somewhat conservative. And we had several
guestions about that from lots of the public yesterday, both the
grower'sside and the environmental side asked a question to what
degree can we assumethisisconservative.

So I'm sitting heretrying to ask myself how do we assess that



10

11

12

13

14

15

16

17

18

19

20

21

114

without doing afull independent resampling scheme where everything
isindependent. AsRuby pointed out, you sort of have two extremes
that you could do. Thefirst extremeistheindividual day data, runit
for 21 days. But that's exactly the same as the distribution for the
individual day. Takingthe average of that over the 21 daysisgoingto
giveyou exactly the same distribution. Soyou've got that one. That's
one extreme.

The other extremeiseverythingisrandom. Every day anew
draw, anew diet. Everythingiscompletely random. That'sthe other
extremeinthe sensethat we know there are probably some
correlationsin there.

But we know something about the other extreme. If your
distributionsare normal, which they're not. Them I'm going to choose
the simplest case here. If your distributions were normal, you know
that by averaging over 21 days, independent normal random variables
drawn on aday-by-day basis, the 99.9 percentile, in fact, any
percentile except the 50th percentile, isgoing to change by afactor of
4.6; the squareroot of 221.

Ifit'slog normal, you can actually calculate the same things.

The 99.9th percentile. Butit'snot aconstant. The 99.9th percentile

changeisabout afactor of 12. The 95th percentile changeisabout a
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factor of 6.

But the point thereisyou can look at your two-day consecutive
draws, compareit to your extreme single-day case, and ask yourself,
have | dropped the 99 percentile and the variances by some number
that appearsto beinthisrangeorless. Soisit ontheconservative
side or on theindependent side?

Judging from your quick graphsthere, David, it lookslikeit's
on theindependent side not on the conservative sidein termsof avery
consistent redraw. But I'm not sure because | don't see the full
distribution for that.

But | think you could addressit that way. You might see some
mean shiftsaswell which could tell you something about theoretically
how conservative that approach might or might not be.

But | agreewith everyonethat you need to try some other
things, potentially theoretical or to resampling technique.

DR. KENDALL: Thank you. Any further commentsfromthe
Panel? Dr. Rhomberg.

DR. RHOMBERG: Just briefly. And | hopethisistheright
placetoraiseit. Onthesingle-day analysis, you know, inthe end
what that isableto show is seasonality. Otherwiseit'sjust doingthe

same thing over and over and over again and they're just replicates.
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Theonly thing that'sreally different between one day in January and
another day in May is seasonal differences.

And | guess| was struck by the fact that theredidn't seem to be
many, that if you looked at those graphs, including the one that'sright
onthefront of thereport there. Yes, there'ssome variation up and
down; but there's no big sway, no big seasonal sway of going up and
down.

And my questioniswhy isthat? | would really have expected at
least some such effect. Andtheonly reason that therewouldn't be any
isif seasonal effectsare at all important, that they are somehow
excluded here. Would that mean that seasonal effectsaredriven
maybe more by seasonal effects on food choicesthan they are by
seasonal effectsonresiduesor what? | guess|'djust like some
discussion of why thereisn't more seasonal effect there when one
would expect some.

MR. MILLER: I'll say we'renot -- when we use the PDP data,
we're not taking into account -- and it'sjust clarify it. We're not
considering the seasonal effects of when thefood issampled. So there
IS no seasonal component.

When | said we start with January 1, it's not necessarily adiet

that a person reported eating on January 1. So for example, when the



10

11

12

13

14

15

16

17

18

19

20

21

117

CSFIl went out, they didn't -- the January 1 diet is not specifically a
January isldiet. It wasessentially the seasonality componentis
added to the assessment by means of the drinking water whichis
seasonal. We takeinto account the season there and theresidential
uses.

DR. KENDALL: Any further comments? Yes, Dr. Zeise.

DR. ZEISE: | just want to reinforcetheideathat when you
consider the averaging period, you carefully look at the
pharmacokineticsin humans and determine what makes sense to do. It
might make senseto actually build in a pharmacokinetic parameter to
address theissue of persistence acrosstime.

DR. KENDALL: Very well. We understand now the program
next door may goaslateas1,sol'dliketotry to moveinto 2B. We
aretrackingtheir program. | think somebody is speaking at thistime,
to befollowed by aconcert. The concertisgoingto blow usout of
thisroom. So let us push forward.

Today's one of those challenges. We will take abreak for one
hour. And | will seeyoufor 1 o'clock. Thank you very much.

[Lunchrecess.]

DR. KENDALL: We'll go ahead and get started. Thiswill

reconvening the SAP. The point at which we are currently is



10

11

12

13

14

15

16

17

18

19

20

21

118

addressing Question 2B. Pleaseread that question, Mr. Miller; and
we'll goonfromthere.

MR. MILLER: Therandom PDP residue values assumesthat the
residuesin foods consumed across aseries of days are independent of
each other. In other words, foods consumed are from unrel ated
sources and thereisno carryover from one day to another. This
assumption may be inappropriate given that many consumers obtain
foodinbulk (i.e., multi-day) quantities that may have similar
treatment history and would typically consume thisfood over ashort
multi-day period (e.g., leftovers). Insuch acasetheresidues
contained in thefoodswould violate the assumption of independence.

Please comment on the use of PDP datato support each of these
two modes of Calendex asthey pertainto the cumulative risk
assessment of pesticidesin foods. What issues arelikely to accrue
from the assumption of independence in residue data?

DR. KENDALL: Dr. Reed, canyou lead off, please.

DR. REED: Intermsof single-day exposure mode, | don't have
alot of problemwithit. Aslongasitwasclearly stated, you know,
what the announceisabout. | think the only issue that we're been
throwing about isthe composite nature of the data.

We knew that from single-eating-size analysis that you would
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have essentially higher, possibility to ahigher, residueina
single-eating-size sample. But that'sfor asinglechemical. And|
don't have any feel about what isit going tolook like for index
equivalence-type of residue data base.

So | wouldreally appreciate that, again, | think that assumption
was that there's not asubstantial differenceinit. And | think it would
be good to present something like that in the documents so areader
could understand and follow.

Interms of multipleday rolling average, | think PDP datais
suitable for that, especially when the compositeisnot aproblem. I'm
not sure -- or | am sure that thisdoes not really address the carryover,
leftover, or same batch exposure scenario. | would go about and find
the heightened contributing commodities and seeif linking days would
make adifference. | would not offhand go in and link everything from
day-to-day yet.

Thereason | say that isbecause | think linking dayswould be
really specific to certain foods. You know in the past we talk about
Thanksgiving meal and that kind of thing, also the buying-eating
pattern; people buy abag of apples and eat for how many days;
shopping pattern and all of that.

That being so, | think what I'm thinking isit'simportant to find
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placeswhere it might make a substantial difference and not just
shotgun and goin and do all of that. And I'm thinking of that mostly
interms of resources. AndI'm thinking of now of approach and risk
assessment is about. You decide when and why you want to go in and
refine something so that you're more focused and you're not spending a
lot of time and effort.

That goes back to the comment that | made earlier thatitis
important to make a clear presentation in terms of what arethe
assumptions and why you think so; and so when it comesto the steps
whether we link days or not, it would be much clearer asachoice or
not.

DR. KENDALL: Thank you. Dr. Heeringa.

DR. HEERINGA: | very much agree with what Ruby has just
presented. Just afew added comments.

Inresponseto the earlier question, | mentioned exploring the
issue sort of continued consumption of asinglefooditem over several
consecutive days. Again as Ruby hasjust pointed out, it requires
modeling, buying, and retention patterns within the household. My
sense isthat even has something sort of threeto five daysretention of
afruit or vegetable batch would be an appropriate bound to set on

testing that.
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Clearly thereif you do that, then | think you want to preserve
the sampled residue amount over those threeto five days, also, to
preserve that correlation which you would naturally assumein the
purchased food product.

With regard to theindependence on asingle-day analysis, |
think theindependence assumptions, sinceyou'redoingitonadaily
basis, it really doesn't comeinto play. It'smore when you look at sort
of chronic or accumulating over multiple day analyses that | think you
need to take into account the correlation, not only in foods eaten, but
also theresidues on those particular foods over the days.

One additional comment to, | guess, related to the question,
that is, the use of OPPresidue data base. | believe that most of these
are composite amounts. We're not only compositing the servings over
the day, but we're also compositing theresidues over multiple articles.
If anything, | think that would tend to attenuate the extremes that we
would observe on adaily analysis.

Soif anything, it's probably alittle bit anti-conservative to use
the composited, samples as opposed to some strategy which | know
we'veinvestigated in the past totry toderiveasingle serving or a
single-serving residue amounts for usein these analysis.

DR. KENDALL: Dr. MacDonald. Thank you, Dr. Heeringa.
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DR. MACDONALD: I don't havealottoaddtoDr. Reed and
Heeringa. But | will express my sympathy for what | see what must be
avery frustrating situation because there are just limitless waysto
start making these models more complicated and you'dreally like to
know ahead of time which of these ways are going to be worthwhile.

| guessall | could suggest hereisif you--1don't think you
even haveto do apilot study. If you could make up somethe data
with the consecutive days or with the correlations builtinto it and just
try some small simulations and see what kinds of differencesit makes.

Certainly, that in the other context, the study you did with the
A, B, Cgavesome-- it seemedto beavery simplethingtodo, but it
gave avery useful resultsfr what would happen if you change some of
the data. And maybeyou could devise something like that with the
correlations.

DR. KENDALL: Dr. Zeise.

DR. ZEISE: | don't have alot of add to the comments that
already been made. We've talked about thisthis morning aswell.

Theonething | would add isthat there arelikely to be
differences acrossthe different age groupsinterms of the extent to
intowhich thiscomesinto play. And particularly for the younger age

groups, onewould expect alot more similar behavior from day to day.
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Asan upper bound kind of analysis, one might assume that every day
they consume the same value or sample between the two days.

Another possibility comesto mind along thelinesof -- | like the
idea of the correlation analyses that have been proposed. And another
possibility would also be to do some scenario planeto kind of test and
speculate what could be happening at the extreme by looking at
different scenarios for some high consumption of foods, say, during --
| don't know -- watermelon season or when you might expect very
large consumption of fruits more so than other part of the year among
certain subgroups.

DR. KENDALL: Good point. Any further commentsfrom the
Panel on thisissueinfood exposure? Dr. Portier.

DR. PORTIER: Not specifically onthis. Well, let me ask a
guestion onthisonefirst.

Stevewasjust asking me, and | guesswe're both alittle
confused about theissue. If the PDP data set has aresidue that
exceedsthelimit, you still include that inthe analysis? Yesor no, you
take those out?

DR. SMITH: Wetake out residuesthat exceed tolerances, yes.

DR. PORTIER: Then | think from my perspective, | would

recommend you not do that. | think it'sgoingto bethere'stwo
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reasons. Oneisit'sgoing to happen no matter what the tolerances are
set; therewill be samplesthat exceed thetolerance. That'sthefirst.

The discussion we had of where PDP data comes from and the
guestion of what happens when people buy thingsin the market or
from not necessarily the large commercial sources, there may or may
not be higher residue level s depending upon when and where, et
cetera, wherethey buy it. Andthosethingsarejust unknown. My
recommendation would be that you include them in your over all
analysis. And | don't know how the rest of the Panel feels about that.

The other point | wanted to make, whichismoregeneral, is
yesterday we had a discussion about point of departure for margin of
exposure from the point of view of hazard. And much of our
discussion pertains yesterday pertains, also, here especially to some of
the public comments which had to deal with the quality of an estimate
of the 99.9th percentile.

| think one could argue that choosing adistributional point from
which to compare margin of exposure could bedriven by the science,
find some optimal rule for deciding what seems supportable by the
sciencethat you're working with, and the margin of exposure process
isadjusted based upon where that percentileisand the quality of the

sciencethat went into that exposure percentile.
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| think that would potentially be abetter solution than the
continued debate about the quality of the 99.9th percentile. And |
think I'll add that to my commentsto you.

DR. KENDALL: Would EPA liketo respond to that? Dr.
Roberts.

DR. ROBERTS: Yeah, Chrisasked how therest of the Panel
feelsabout theissue of including theviolativeresiduesfrom the PDP
inthe assessment. And | guess| wouldweighininfavor of including
them.

| think that asafollow up to some of our earlier conversation, |
think that this probably is an unavoidable consequence even of the
lawful use of pesticides despite everyone's best efforts. It'sahuman
exercise, and there's going to be asmall percentages of timeswhen
thoselevelsare exceeded. And | think if we're going to makethe
argument that our cumulative risk assessment reflectsreality, | think
it's probably important to go ahead and include those small
percentagesin our assessment.

DR. KENDALL: Any further comment or agreement? Dr.
Durkin.

DR. DURKIN: Yeah, | wouldliketo simply endorse the idea of

putting theresiduesin. | understand why they're not there in terms of
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not being able to address them perhapsfrom aregulatory perspective
and that does make a great deal of sense.

But we seem to have two tracks here, and we discussed this.
Arewedealing with aregulatory tool, or arewe dealing with some
sort of apublic health risk assessment? Do we have a problem here?
Andif that second partisimportant, and | believeitisfromwhat I've
heard, then | don't see areason to exclude thoseresidues. Infact, |
see every reason to keep them in whether or not they make a great deal
of difference. We'retryingtoreflectreality.

DR. KENDALL: Dr.Bull.

DR.BULL: Hesaidit much better than I, but | agree with that.

DR. KENDALL: Okay. Dr. Rhomberg.

DR. RHOMBERG: | guessl'dliketo take an agnostic position
onthis, but with alittle discussion.

It seemsto methat the purpose of doing therisk assessmentis
to serverisk management ends. So thereal questioniswhat risk
management options that are available and what kinds of analysis
would most inform them?

Now, you could imagine violative exposures, that being an
argument for including or for excluding violative exposures. Andina

way it sort of depends on some things about how inherent they arein
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any kind of use of the agent as Dr. Portier was suggesting. Obviously,
to some degreethat'strue.

Butif you put themin, you haveto bevery surethat you then
interpret the analysisaccordingly. Andif it happensthat those
violations aredriving the upper percentiles, it hasto, then, be
acceptable to do arisk management solution that sort of takes that
into account and takes into account what perceived responsibility
therearefor different partiesto deal with the fact that that kind of
things occurs.

Soif weputitin, wehavetobevery clear that the analysis
means sort of something different from arisk management point of
view. We can't play it thisway one time; and then when the Agency is
going and making the risk management decisions, playing it the other
way and to try to say, Oh, it'sincumbent on the Agency to make
regulations such that those things don't occur as well.

Whether they are not, isacomplicated question that isn't really
about exposure analysisanymore. | think that if we put themin, the
analysis means something else; and it should be clear that we are
expecting adifferent use and interpretation of it by the EPA inthe
regulatory arenaas aresult of that.

DR. KENDALL: Dr. Adgate.
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DR. ADGATE: | mean not to beat the dead horse too hard. |
think it would be useful to point out the fact that tolerances are in fact
not health-based and that should provide you with some cover. And |
think that fact you are all quite aware of often getslost in these sorts
of analyses. At leastintheory what we're doing hereis health-based.

DR. KENDALL: Dr. Portier.

DR. PORTIER: Followingup onwhat Lorenz said, | guessthe
only regulatory control that would convince me you should throw out
theviolatorswould be onein which you were continually monitoring
these products, and if it exceeded thetolerance, you threw away the
product. If youdidn't throw away the product but in fact mixed it
with product with lower bounds, lower levels, then that could, of
course, beincorporated into the sampling strategy for the PDP to ook
at the question of what impact could would that have. But | think the
reality isthose arethe dataand | would really encourage you to use
them.

DR. KENDALL: Would EPA caretorespond to any of the
points made, or were they clear enough?

MS. MULKEY: | think wewould liketo encouragealittle more
elaboration if thereisgoingto be adiscussion of somesort--and|'m

over simplifying this-- trade off between choices about what part of
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the distribution to consider regulating at and what kind of acceptable
or target MOEswe might work with. And we are mindful that thatis
that'samixed science and policy decision asyou seem to be mindful.
Butif you'regoingto discusstheideaof theintersection between
thosetwo, do soin morethat identifyingit asanintersection, | guess
iswhat we'retrying to say.

DR. KENDALL: Okay. Anybody liketo comment on that?
Chris, doyou want to comment? Lorenz? Go ahead and start, Chris.

DR. PORTIER: Youknow we've discussed thisfrom the other
direction beforewith the SAPintermsof using the benchmark dose
and what happenswith 1 percent, 5 percent, et cetera. On the side of
exposure, | think it'sgot to be the same thing. And | don't have any
fixed factorsfor you. | thinkit'sadebate you have to have both
publicly and internally asto how you do the margin of exposure and
what constitutes areasonably acceptable margin of exposure.

It'sdriven by alot of things. Inthiscase, instead of looking at
adirectly toxic endpoint, you'relooking at potentially abiomarker of
atoxic endpoint. Andthat weighsinto your decision about how big or
small you want the margin of exposure.

| think the same thingistrue onthe exposure side of that

distance. Intermsof, if youonly have 10 or 20 or 13 samplesfrom
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which you're making your distributional assumption, you would want a
larger margin of exposure against afixed point. And that pertains-- it
pertainsto the variance of the estimate of the point.

If 1 choose a99.9th percentile, | know the varianceis goingto
belarge; and | know, to some degree, that my choice of that percentile
isdriven alot by tail behavior of my dataset. So the bigger the data
set, the less of amargin of exposure |l wouldwant if | believe 99.9
percent isreally safe.

If | believe 99.9 percentissafeand I'm goingtosetit at 90
becausethat'sthe best thing | can do with the data set that | have,
then I'm going to want some sort of factor in my head for thismargin
of exposurethat makesit abigger margin of exposure. Because |
know chances are 10 percent of the populationis somewhere aboveis,
but I'm not sure what, how far above that actually goes.

There are no easy answersin that question. But | think we have
tobeasaScience Advisory Panel, we haveto be clear wherethe
science can takeyou and whereit can't. And by deciding onamargin,
deciding on a point of departure that's based science per se with
reasonable objectiverules and recognizing that sometimesthe science
pushes us closer to the tail of that exposure distribution and

sometimesit doesn't, | think that needsto be factored into the margin
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of exposure rather than always choosing afixed point, 99.9, regardless
of the quality of theinformation and afixed margin of exposure
against that.

DR. KENDALL: Okay. That'spretty clear. Dr. Durkin.

DR. DURKIN: | wasgoingtoweighinwith something alot
more simplistic. | think basically philosophically agreeing with what
Chrishassaid here.

We aretalking about margins of exposure and talking about
these asthingsthat can be basically set as amatter of policy. But |
think it'sgood to keep in mind that for avery, very long time, the EPA
and othersinvolved in human health risk assessment have sort of
looked at thereciprocal, the hazard index of chemicals, that wasin
turn based on aratio of the exposuretothe RFD, where the RFD was
something that was pounded out as a matter of science to the extent
possible.

And I think that thisis-- you can still handleit asamargin of
exposureif you'recomfortable with that; although | think the hazard
index approach ismuch more elegant. That'sjust my bias.

But | think the pointisthat we know agreat deal about the
organophosphates. You have picked yourself anindex chemical, and

we have, | think all, agreed that thisis areasonable approach and that
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therelative potency method isreasonable. | don't think it isbeyond
the scope of OPP to look at whatever choicesthat they would liketo
make in terms of do we regulate at the, you know, 99.9 or the 99 or
whatever, and then to look at both animal and the human datathat we
have, not simply methamidophos, but on the whole class of chemicals,
and come up with what isfunctionally an RFD or, if you'reold an ADI.
That would indeed lead you directly to amargin of exposurethatis
more science-based than policy based. And | think that would
probably be areasonable way to go about this.

DR. KENDALL: Dr. Reed.

DR. REED: Maybethisisagoodtimefor meto get something
clear. | really appreciateinthis, whether it's uncertainty or a
sensitivity analysisor the material that we received, that you actually
present not just one slice of the distribution, 99.9th or whatever, but
that you actually present modical points.

| don't know. Areyou thinking of doing thatin the final
document, or areyou thinking of just presenting it one point?

MS. MULKEY: Inalmost all our risk assessments, we present
these multiple points.

DR. REED: That's my understanding. Becauseto me, that's

important. | think alot of problems or lack of understanding about
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when you read adocumentisthatit'sreally bothersome if somebody
just presents one point to me. It dependson how yousliceit. The
high end gets sliced off or high end getsincluded and that kind of
problem.

Thank you for that clarification. | would like to see multiple
points being presented.

DR. KENDALL: Dr. MacDonald. Okay. Dr. Bull.

DR.BULL: Justaquick point. I thinkit'sbuilding on what
Chrisstarted off herewith. But one of thereasons| asked my
guestion related to thisearlier was| think you pick your point on the
distribution, you may find that regulating at the 90th percentile will
have absolutely -- taking your margin of exposure at 90th percentile,
no matter what it is, the way | see the datathereissome possibility
you'll never affect the upper end of that distribution because those are
goingto get every morerare eventsasyou get out. Andwhenwe
cometothedrinking water thing, that'swhat concernsme. If there'sa
hazard indrinking water, it'savery extremely rare event. And might
be an important event.

But you're probably not going to change that by either
adjusting, you know, within some reason between the 90th and 50th

percentile onthe way you deal with residues on these different fruit
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crops. It'sprobably not going to effect those extreme values.

DR. KENDALL: Okay. Thiswill conclude our food exposure
assessment, unlessthere are any further questionsfrom EPA for the
Panel.

Okay. Atthispointl'dliketo moveustodrinking water
exposure. And, Dr. Perfetti, would you liketo introduce your
scientist.

DR. PERFETTI: Todothewater presentation, we have Nelson
Thurman and Kevin Costello.

DR. KENDALL: Welcome.

MR. COSTELLO: Thank you giveeverybody achanceto get a
hand out.

Good afternoon. I'm Kevin Costello and today with Nelson
Thurman herewe'll present asummary of the work we did designing
and performing the drinking water exposure assessment OP cumulative
risk assessment.

First, aroad map of today's presentation. First of all describe
the preliminary results of our assessment so that everybody can
consider therest of the presentation in that context. I'll describethe
background which led up to our assessment, first reminding you of the

datarequirementswe had for the exposure assessment. And then I'll
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describe the knowledge we already had about the organophosphatesin
drinking water, what datawe had available, and just briefly review the
guidance we had received from the SAP in the past on the building
blocks we used for this assessment.

Finally, Nelson and | will discussthe drinking water assessment
asit appearsinthe December 2001 Draft. Aswedo, kegin mindthe
two questions that we posed which deal with thetwo issues basically
presented here. First, the watershed modeling approach that we took
for the drinking water exposure assessment; and, second, theregional
assessment approach that we took which differsfrom the nationwide
assessmentswe've done for individual chemicals.

We'll try to do our presentation in away that clarifies, builds on
those questions so that everybody understands better what itiswe're
looking for.

Although Nelson and | arethe onesgiving the presentation
today, we're actually part of amuch larger team that worked on this
basically from March until the December legal deadline and completed
itintime.

You can see that on theteam from EFED beside us that we had
ad hoc teams that worked to come up with new modeling scenarios.

And lan Kennedy worked to get the model development together. We
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have some folksworking on aseparate track for an SAP on water
treatment effects. There are peoplefrom other divisions such asHED
and BEAD helped uswith all the usage data and with building regional
assessments.

Now, the preliminary results of our exposure assessment
indicate that drinking water isnot amajor contributor to the total
cumulativerisk from organophosphate insecticides. Infact, the
assessment showed that the exposure from drinking water was up to an
order of magnitude or more below of the food exposure.

Because of thisresult, it'svery important to us that the Panel
think in terms of whether, aswe give the presentation and from what
you'veread, are there any systematic flaws in our approach that would
lead to over estimations or underesti mations of possible drinking
water exposure. Thisisreally important not only for the OPs, but this
isthetool, thisisthefirst shot at thetool, that weintend to use for
future cumulative risk assessments for other pesticides families.

DR.BELL: Canl ask aquestion? | can't read this either there
or there. AndI'mtryingtofigurewherewe'reat. Isthisdealingwith
some level of residue?

MR. THURMAN: Actually, I think the whole part of that was

justtoillustrate. Basically, when you get above the 95th percentile,
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you see the similar trend.

DR.BULL: Soit'sabovethe 95th percentile.

MR. THURMAN: It'sahigher percentile. Andthewholeintent
of itwasjusttoillustrate that.

MR. COSTELLO: SoasDave Miller presented before, and as
SAP has seen beforein the case study, the cumulative risk assessment
was done using a calendar-based approach. And daily exposuresin
water are one of the building blocks of thisapproach.

Now, for the OP assessment we used the daily time step as
described before. But in future assessments, it could be -- that an
error there. Calendex will allow the 7-, 14-, 21- or 28-day rolling
averageswe've gonethrough. And, also, asdescribed earlier,
Calendex isthetool used to combine these exposuresfrom the
different routes.

Thisisimportant especially for thedrinking water and the
residential exposures because they have seasonal differences, they
have pulses of exposurethat we consider in the assessment as opposed
to thefood.

Soweknew that in order to work with Calendex our water
assessment had to provide adistribution of daily concentrationsfor

the probabilistic exposure assessment. We had to account for
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variationsintime, daily, seasonally, yearly. We had to account for
variationsin place because drinking water is much more of alocal
phenomenon than food because of how food can be distributed the
around the country. And we needed to reflect the possibility of
co-occurrence of multiple OPs for cumulative assessment as they
occur together in place and time.

When we started this, we were not starting from scratch. We
already had, from the previousfiveyears, morethan 24 individual OP
assessmentsin theinterimroutesthat had been done. From those, we
were ableto derive the pesticides properties, the physical chemical
properties of the chemicalsthat we used to figure out environmental
fate.

And on top of that, because of those, we had regulatory actions
that had been taken voluntary cancellations, use rate changes for many
of these pesticides. And aswas described before, asuseswere taken
out, they were no longer considered in the assessment.

On top of that, we had agreat volume of monitoring from
surface water and ground water; and to alesser extent -- I'm sorry.
Can you go back one.

And we had theindividual drinking water assessments that were

doneinthe aggregate human health risk assessments done for each of
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these routes.

Andfinally, very importantly, we had SAP guidance along the
way aswe refined our processfor doing drinking water assessments.

Now, aswe look through the available monitoring which had in
fact growninvolumesincewedidtheindividual assessments, we
found that infact the OPs are found in drinking water sources.
Although thisisnot frequent, and they're usually not at high levels.
When considering all kinds of water monitoring, not just drinking
water, surface water sources, generally, seemed to be more vulnerable
to contamination by the OPsin a pattern that was seen not only in
nationwide programslikethe NAQUA Program, but also in the state
programs because we actually contact all 50 states to see what kind of
monitoring they've done over thelast 10 years or so.

Chlorpyrifos, diazinon, malathion were the most frequently
included; but they were also the most frequently found in surface
water studies, ground water studies and drinking water studies. We
found especially from the NAQUA Program that co-occurrence of the
OPsinwaterislikely. Multiple OPswere detected together in
individual samples. Andthisisnot surprisingly related to usageina
particular watershed.

In looking another the monitoring, however, we did find that
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there some limitationsto what was available for our purposes. Most
importantly, thereisno single definitive study that can answer the
question what OP exposureisindrinking water. Sowe knew we
would need to look in monitoring in aweight-of-evidence approach
from several sources.

Inlooking at all the sources, we found that the monitoring
covering anumber of sites but not all high use areas for the OPs. Even
inthelargest programs, the ones that had the most intensive sampling,
sampling was not frequent enough to account for daily fluctuations.
And those programs, all of the programs, also have been done because
of constraints of how much they cost for alimited number of years.

Now, | mention that the chlorpyrifos, diazinon, and malathion
were the most often included OPsin monitoring programs. But not all
OPswereincluded in monitoring at all. In NAQUA Program included
nine currently registered OPs. State programsincluded some more
that weren'tin the NAQUA Program, but some of the lower use OPs
were not in anything.

Few or no OP degradates of toxic concern wereincludedin
most of the studies. Some of the very most recent studies are starting
toincludethose such asthe pilot reservoir monitoring study that EPA

isdoing withthe USGS. Andthe monitoring that was available, even
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the most recent data, does not reflect the most recent regulatory
actionsthat weretaken. Like |l mentioned, voluntary cancellations,
although they have been made official, still have the time before they
phasein.

Sointheend, after looking at all the available monitoring that
we had, we concluded that we would not be able to base our exposure
assessment solely on available monitoring.

Soif weweregoingto haveto make up for the holesin the
monitoring assessments, the monitoring programs rather, with
computer modeling, thisiswhere the guidance from the SAP we had
gottenin the past was particularly helpful. AndI'mjustreally going
torunreally quickly through some of the highlights of what we learned
along the way, what the guidance we received along the way.

In 1997, first taking our model, the PRZM-EXAMS model to the
SAP, weweretoldthat it wasagoodtool, the best tool available, to
do our screening assessments. But that inthefuture, we should
devote resourcesto refining our assessment and concentrate on
surface water impacts, and aswe go along, to use both modeling and
monitoring datain our assessment.

In 1998, we took afirst refinement of this model to the SAP,

bringing our index reservoir scenario for consideration. This
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adaptation of PRZM-EXAMS includes ascenario based on an actual
watershed, an actual reservoir, inthe Midwest. Then having done
that, we moved from working with the watershed to trying to consider
what portion of awatershed would actually be cropped to get a
maximum idea of what portion of the watershed could actually get
treatment by pesticides.

The SAP actually approved of this, especially for major crops.
But due to concerns about scale differences, the size of the hydrologic
units, theeight-digit HUCsto drive these percent crop areafactors, it
was not recommended that we use the PCAsfor smaller crops or that
we considered percent crop treated with the pesticides without getting
further monitoring.

Now, thisisimportant. AsNelson will describe before,
although the SAP did talk to us about thiswhen considering aggregate
assessments, thiswas something that we felt we had to adopt to some
extent in order to do acumulativerisk assessment.

And then onelast thing that was on the last slide, the SAP
recommended that we consider regional modeling, something that we
have done for this assessment.

In 2000, we went further in presenting proposed regression

modeling approaches that the USGS was and is developing which show
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promise. But, again, it'sjust another step in the continuing refinement
of our assessment. These arestill in process. Andthe SAP
recommended that we shift our focusto monitoring programsto
support model development and eval uation.

Thisisled upin December to the case study for the cumulative
risk assessment. That used WARP, the regression model; but we were
told at the WARP, while showing promise, was not ready for thiskind
of assessment because it couldn't also do the daily time step. So
WARP was not used in our assessment at this time.

Finally, one more please. Something not directly inthat line but
another ongoing and very important issue that we'relooking intoisthe
effect of water treatment on pesticides. Andthe SAPrecommended
that until we have enough datafor any particular assessment to really
know what removal of a pesticide might occur and how much of
degradates, especially toxic degradates, might be formed, that we
should do our assessments based on raw and not treated water but that
we had to consider the impact of transformation products.

Thisisimportant for the OPs because we have limited evidence
that OPresiduesareinfact likely to not bereduced. But let me see,
the concentration reduced not speaking chemical by water treatment,

especially not reduced because we're talking mostly about chlorination
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and oxidation processes.

Thereis, also, evidence for transformation of productsthat are
of toxic concern. However, as consistent with the SAP, because there
was not enough information for usto make quantitative adjustmentsto
our assessment, either to figure out how much of the parent goes
away, how much of toxic products are formed, and are how long they
last, we were not able to quantitatively include the transformation
productsin, the water treatment transformation products, in our
assessment.

Sowith thisguidancein our head, we went forward with a
watershed modeling approach for the cumulative exposure assessment.
We adapted PRZM-EXAMSin an attempt to estimate pesticide levels
inasmall drinking water reservoir. By doing that, we derived daily
distributions over multiple years with weather being the variable for
12 regional assessments. By doingthis, we're able to look at multiple
chemicalsused on cropsin multiplefieldswithin the watershed.

For the cumulative assessment, we adopted typical use patterns,
typical rates, looking at the areathat is actually treated with
pesticides. Thisissomethingthat we have not donein our individual
assessments and we have to actually decide whether it's appropriate to

doinourindividual assessments.
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And, finally, for each of the 12 regions, we looked at
region-specificinputs. AndI'll describe how we choose our scenarios
injust amoment.

Basically, when we decided that we were going to take alook at
regional exposure assessment for the cumulative assessment rather
than the national assessment that we did before, thefirst timewe
considered how we were goingtodoit we sat around the table and
decided what would be the factorsthat would be important in figuring
out what theseregionswould be. Andthevery obviousonesthat came
to mind werethe OP usage. It'simportant to have an regional
assessment because some of the chemicalsin the assessment aren't
used nationally. Someare. But some are used invery specialty crops
or just certain parts of the country. So we had to see which crops
weretherethat OPswere being used on and how much was being used.

Then we decided we really need to consider what the source of
drinking water isif we'regoing to do adrinking water assessment.
And some parts of the country, say, Florida, Southern Georgia, ground
water isthe predominant source of drinking water; whereasin other
parts of the country, surface water was the main source.

Then we had to consider what the vulnerability of the drinking

water sourceswere. Some parts of the country, while having great OP
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use, may not be all that vulnerable to runoff or to leaching. And we
wanted to take alook, on aregional basis, what the likelihood of
actual vulnerability was.

It just so happened that our friendsin the Health Effects
Decision knew of aregional framework that had already been
developed by the USDA Economic Research Service. These aretheir
farm resource regions and this had the advantage we thought right
away of pretty much corresponding with what we were thinking about.

But on top of that, these are based on different farm types and
on previouswork that the USDA did for separating the country in
ways that made sense, both for farms and for climate and for usage.
And, of course, they had advantage of ready-made names that we could
adopt.

Now, asyou look at that, you can see that we have, we have
morethan 12 up there. Wedid, inthe end, combine some of the
regions based on the vulnerability. The basin and range was subsumed
intothe Northern Great Plains as much as anything because of the
amount of OP use and where in that region the most vulnerability
seemed to be.

Now, once we had theregions, we still had to determine how to

do adrinking water assessment for an entireregion. It doesrepresent
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arefinement over doingit for the entire country, but it still was a
problem that had to be addressed. So in building the cumulative
assessment on aregional scale, thefirst thingwe did wasto identify
high OP usage areas within each of theregions.

You can see, if you look at theregional boundaries, that say in
the Fruitful Rim Northwest you have multiple regionsthat have high
OP use, say the Wallamet Valley, the Yakima, and then along the snake
river inldaho. Sothiswasagoodfirst cut.

But thenif wegotothenextslide, webuilt ontop of that. We
took alook at how vulnerable areas were in each of theregions. How
vulnerable they wereto surface water runoff and something that
wouldn't have come through on the computer. You see the dots. On
top of the vulnerability, we, also, took alook another where surface
water intakeswere for drinking water sources.

So taking all of that into account, in the end for the modeling
approach, we came up with a set of areas within the regions,
watersheds that were going to represent each of the 12 regions. These
areas, then, have high apparent potential for cumulative exposure
based on the OP use, the number and the pounds of OPs being usedin
those areas; they coincide with those areas high runoff potential; and

where surfaceis an important source of drinking water.
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Itisimportant to recognize that, although we choose those
areasto represent the highest cumulative exposure, they don't
necessarily represent the areas that have the highest exposure for any
single pesticide. But we still expect that the combined OP exposureto
be among the highest for each region. And on top of the four regions
likethe Fruitful Rim Northwest, where we chosethe Lamit Valley, we
did consider as best we can in our characterization, we attempted to
describe other important areasin those regions.

So for the Fruitful Rim Northwest, for instance, wewent into a
discussion of the Snake River Valley, the geology, the hydrology of
the area, thetype of use, the source of drinking water, which was
ground water. So that in an attempt to try and explain, again, why we
thought that the regionswe choose were the best representation of
risk if thedrinking water was arisk driver for any particular region,
which asit turned out, they were not, we were prepared togoto a
finer resolution than theregions and to try and look at what those
watersheds we choose actually represented within thoseregions and
try to get amorerefined assessment.

So what we ended up doing by choosing these watersheds was
to tailor our assessment to selected areas. We used |ocation-specific

enviornmental datafor theregionsthat we chose -- the soil, the sites,
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thelocal weather and the cropsthat were grown there -- and we
considered the major crop OP combinationswithin that area. And by
doing that, we looked at crops that actually occurred together. We
were ableto look at different OPs used on multiple crops. Andif OPs
were actually used in those particular regions for usage data. And
therethe end, we did enough scenariosin an attempt to account for
about 95 OP usein each of the areas that we choose.

And Nelson will take over from that to give more details on how
we did the assessment.

MR. THURMAN: What I'm going to touch on hereisnot so
much how it built upon the SAP guidance in terms of what we were
doing for theindividual screening assessments and how we tailored
thesetoolsfor useinthe cumulative assessment. Kevin'salready
talked about aregional framework, one of the big differences.

If you compare our individual assessments, we started at a
national level. Wetried to pick one site that represented ahigh-end
exposure acrossthe nation. Inthiscase, we'restartinginaregional
level and we'relooking high-end exposure with each region with a
concept of, if we're okay on that site withintheregion, we're okay in
therest of theregion; if not, we need to burrow down further.

I'm going to talk about how we did our watershed-based
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modeling and talk about the way we use the datawhichisalittle
different than what we have in theindividual assessments and how we
took alook at usage information.

There some peopleinthis SAP that have been on some of the
water SAPswe've had and there are some of you folks are, at least to
me, new faces. So | wanted to briefly give you at least a concept of
what type of model we were using. For those of you who've heard
this, itwon't betoo long.

Essentially, PRZM, which isthe Pesticide Root Zone Model, is
something that was developed out of EPA'sORD. It takesalook at
what happens when apesticideisappliedtoafield. Andit basically
followsthe pesticide from the application to thefield to the runoff
right to the edge of the water body. It'safield-scale simulation using
chemical movement, hydrologic factors. Accountsfor wayschemicals
are transported, anditisvery useful intermsof using it usesalot of
chemical specific. Weincluded both OP pesticide and those
toxicological concernit wasprimarily the sulfone (ph) and sulfoxides.

We did not include degradates that were not formed in the
environment, for instance, the oxons were not something we saw in the
environmental studies; that issomething that we do see as aresult of

the water treatment. Butitisnot formedinthe environmental studies
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we saw.

EXAMS, whichisthe Exposure Analysis Modeling System, is
another model developed by ORD. Basically, it takes over when
PRZM leaves off and |looks at what happens once the pesticide reaches
the water body..

We had afew fixed inputs. The primary fixed input was the
geometry and hydrology of thereservoir itself. Essentially, asKevin
mentioned, we used theindex reservoir. Essentially, what we did for
each of theregionswe picked up the dimensions, the hydrology, the
geometry, the size, and plot them in each of theregions.

Now thisisgoingto berepresentative more of drinking water
reservoirsand drinking watershedsin the wetter parts of the country
thanin thewest whereyou're going to need alarger watershed to
supply that reservoir. It'salso not going to be asrepresentative where
you have artificial drainage or controlled drainage conditions, which
you also tend to seeinthe west.

Itisareservoir. Itisnot aflowing water body. Based on what
evidencewe have, we expect thereservoirstend to bealittle bit more
vulnerable. Once again, we'relooking at asitethat, if we can make
the conclusionswe did based on this site, we're not worrying about

other sites. But wedo no know therewere some limitationsinterms
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of that aswe moveindifferent regionsinthe country. Andthat'sone
of the reasons why we continue to go back to feedback on what the
monitoring showed.

We had a number of variableinputs. Asl mentioned early, the
chemistry, chemical properties, were specific to those chemicals. The
weather, the site, environmental crop, and usage information are
specific to each of the assessments areas. Sointhat way, we are
tailoring to thingsthat actually occurred in the areawhere we did the
assessment.

What you see here, in caseyou can't see -- what you haveis
concentration ontheY axis, and you have time on the X axis. And,
basically, you'relooking at a 10-year span here. What we get as an
output of aPRZM-EXAMS are daily distributions of concentrationsin
water over thisten-year -- inthis case, aten-year period.

| want to contrast alittle bit because NRDC raised aconcern
about onething we do differently, which, asthey pointed out, we use a
peak estimateindividual screens. Actually, what we usewhenwedo a
individual screenisahigher percentile what reflects aone-in-ten-year
concentration that wewould find over the period.

And | forgot to mention, most of these sites we had up to 36

years of weather data. Sowe would runthissimulation over a36-year
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period. Ineffect what we're doing when we do these simulations,
we're holding use constant and varying the weather from year to year.
Sothevariationsyou seefrom year to year reflect differencesin the
weather and runoff that we get as aresult of that.

For an individual screening assessment, we might use thisone
value. Andthisredlinethere. Andin effect what we're doing for that
assessment iswe're assuming that thisis aconcentration that occurs
every day. What we're doing in this more-refined assessment that
we're doing and looking at multiple chemicalsiswe'rerealizing that
that concentration doesn't happen every day. You get your daily and
seasonal and yearly variations. So we're capturing that full range of
concentrations that you get.

We're also preserving the time component. We do know that in
any given year the concentration of pesticide you might seein water
onJune lisgoingto berelated tothe concentration you had the day
before and the concentration you had the day after. So thereisatime
relationship that we're able preserve by going to thisyearly
distribution; and we're able to preserve Calendex to pull those
exposuresin.

Thisonedid not come out very well. | think we were so

ambitiousto make surethat you could seeit that we overloaded the
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memory on the computer.

You should see at second distribution superimposed in here.
Theintent, the point of that, | cantell youisthat with acumulative,
we'relooking not just at one chemical; we'relooking at multiple
chemicalsthat are going to have uses on different crops; their timing
of applicationisgoingto bedifferent. Wehavetofind away totake
all of thisinto account.

Kevin mentioned briefly how aswe use the use information and
zoomed in on an assessment areain each of theregions, wetried to
make sure that we captured all those OPs that would actually be used
inthe same watershed. For instance, to use as an example, the
Northwest Fruitful Rim, we found that OP use on potatoestend to be
concentrated primarily inldaho. And OP usein applestendto be more
in Washington. So we're not combining those two areas since they
don't actually physically occur.

The other component the co-occurrenceisthetime of use. Asl
goforwardinthis, I will try to explain how we did try capture those
windows of application so that we could separate that timing as much
aswe could accurately do with the datawe had.

One of the big departures between what we have brought before

thisSAPinthe past and what wewere bringing forward in terms of
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this cumulative assessment is how we use the PRZM part of the model.
PRZM isafield-scale model. That basically carriesalot of baggage
withit. It assumesthat we cantakethefield scale and scaleit upto a
small watershed and not |oose too much in the estimates.

We know that there are some assumptions that go with that.
We're assuming asingle soil inthe watershed, the crop and the
management practices are homogenousin that area.

For the cumulative assessment, we basically went back and used
PRZM as afield-scale model. But what we basically didiswe
simulated multiplefieldsinthe watershed. One of thethingsto keep
inmindisthat, whilewe did thisapproach and we feel it's something
that doesreflect what you might find is happening in the watershed,
we still don't have any way of giving aspatial distinction within the
watershed.

If youremember inthe earlier slide of the pictures, the
conceptual drawing of that watershed and reservoir, we basically don't
have location-specific information there. We're assuming the crop
that's used coversacertain percent of that area, but the percent of
areaisevenly distributed throughout the watershed. So we're not
distinguishing between crops that may be grown in the upper end of

the watershed versusthose crops that may be concentrated in lower
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end.

It also assumesthat all of the runoff flowsinto the water body.
We know those arethe two limitationsthat wein that. We do feel that
by simulating multiplefields, it better reflected what we needed to do
with the cumulative.

We, also, had to have away to takein thefact that we
understand that not all of any watershed is going to be treated with
OPs. Those areasthat are treated, you're going to have different
cropstreated with OPs at specific times and specific rates and specific
frequencies. I'll say right now, thetoolsto do that are probably alot
easier to do than getting the datathat can do that. And one of our
challengeswas how to pull thisdatatogether and useit to the best we
could. Andinresponseto, | think, Daniel Bottscomment, we're
hoping that we used the appropriate data. Andwe'll try to explainto
you what we did use. And we hopefully used it appropriately aswe
did that assessment.

One of thethings| do want to say isthe advantage of simulating
multiplefieldsin awatershed, aswedid, iseach field may very well
have adifferent soil and adifferent crop. And sowe are getting a
little bit more areflection of alittle more heterogeneous watershed

thanwecanusing it aswedid before.
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This picture happensto beinthe document and it looks better in
color thanit doesin black and white. Essentially, what I can tell you
isthat that map shows a percent of the crop areastaking alook at, by
on awatershed basis, what the percentage of each of those watersheds
areinagriculture.

You can't tell whether the gray tonesthere, but your highest
concentration prejudice of agriculture occursinthe watersheds that
areinthe Midwest. Andthelowestis, obviously, intheBasin and
Range. Thisiswhere your highest concentrations are.

We used something we've called acumul ative adjustment factor
approach to account for therelative contribution of each OPin crop
use. Wedidthisintermsthat we had to takeinto consideration both
the recommendations and the concerns of the SAP on the percent crop
areafactor that we brought forward to them. And |'m going to explain
toyou how we did thisso you can take alook and see whether it
makes sense. Wethink it makes sense, but it'sone thing we want your
feedback on aswe go along.

One of things | will say isthat one of the earlier
recommendations of the SAP was that, when we started looking at
percent crop areas, we should do thison awatershed basis. And it

makes sense on a physical basis becausewe'relooking at, we're
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dealing with watersheds.

Thething to keep in mind the datais collected on the basis of
geographical and political boundaries. In other words, most of itis
collected at acounty or state level, not on awatershed level. Soyou
need to take some way to translate that.

We brought forward an approach in 1997 for applying a percent
crop areafactor starting with county level ag census data. Inthe'97
presentation, we used the 1992 ag census. We now havethe 1997
agriculture census available which is one of therecommendationsthe
Panel was, as soon asit was out, to use the most updated information.

We, basically, overlaid those with watersheds and used GISto
get that spatial distribution within the watersheds. Kevin mentioned
what we had available for GISwere 8-digit hydrologic units, which
tendto befairly large. They average 367,000 hectaresin size. And
you comparethat with 172-hectare watershed we were using, you can
seethat, at |east for the smaller drinking watersheds, you get alot of
them and you can get lost in those large HUCs.

One of concerns of the SAP was that while you may have minor
usesthat don't add up to abig percentagesin these large watersheds,
those minor uses are often clustered and they may be clusteredin a

smaller watershed where they have more of an impact then they did on
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alarger scale. Sothat was one of the challengeswe hadintryingto
convert this data.

We, also, weretrying to keep in mind the caution against doing
too small aPCA for that reason. What we decided to doiscome up
with acumulative OP-PCA. So for each of those 12 regionsasyou
saw, we derived the percent crop areas for the total agriculture using
the'97 ag census data.

We then took alook using the latest national agricultural
statistics service datawhichiscollected on the county level. We took
at look at agriculture land that were in cropsthat had registered OP
usesinthat area. Andwe cameup withthat percentage. Sowe
essentially adjusted your total agricultural PCA by your percentage of
the aggregates from the OPs and came up with acumulative OP-PCA.

Thisisanillustration that the numbersyou see down there are
based loosely on an earlier version of one of theregionswe were
looking at. | round them off to make it easier for me to do the math
and to explain what's going on. One of the challengeswe had, if you
look at these total acres, they are total acresinthe assessment area,
whichisalotlarger than what you'relooking. Thisisone of the
reasons why we went to a percentages so we could use that percentage

as away of scaling down based on the area.
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Inthis particular area, we'relooking at acumulative OP-PCA of
50 percent. Basically, 40 percent of that areain that region werein
cropsthat had registered OP uses.

Now, if you keep in mind that not all -- we know that in any
givenyear, not all of those cropsare goingto betreated with an OP.

It's further complicated by the fact, if you go to the next slide,
that these crops may be treated with multiple OPs. Some OPs may be
used on more than one crop. We used a second concept whichwas a
percent acre or percent-acre-treated factor. Thisbasically used the
acrestreated, which we collected state-level data, as away of
determining how many acres of the total -- for instance, how many
acres of total corn were treated with aparticular OP.

Now, this acre-treated doesn't take into account the fact that
you may have more than one application that goesinthat area. Andif
you wereto look over at, for instance, the beans, which you see here,
isaparticular case we had two different OPs that were basically used
ontheentirecrop at different times.

What's not reflected in hereistiming and I'll get at that againin
just alittle bit. But we used thisconceptto deriveacumulative acre
cumulative adjustment factor which combined both the percent-crop

areaand the acrestreated based on the slide that -- based on the one
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that had the map that you couldn't see.

| know you can't read all of these. What | want to just point out
isthat whenwedid this, by combining both the acre treatment and the
percent-crop area, thisgave usaway to distinguish between the
relative contributions of each OP and crop use within that watershed.
And so we use thiscumulative adjustment factor as away of making
that adjustment.

Sowhat wedidisthat we ended up with each of the crop OP
usesthat weidentified in the assessment area, we ended up with daily
distributions. And we still needed to combine theseindividuals
distributionsfor different chemicalstogether. So what you see herein
each of these distributionsisthat we put them on equal area. We use a
crop-areafactor, the cumulative adjustment factor, to put these on
equal footing intermsof the areacontribution they madeinthe
watershed. We used therelative potency factor, we talked about
earlier, to put them on acomparative basis so that we could combine
thisso that we'd end up with any regions asingle distribution over up
to 35, 36 yearsin methamidophos equivalence.

And so what you see there, in fact, you will seeinthese multiple
peaksinagivenyear, which basically reflect different timings of

applications of different pesticides.



10

11

12

13

14

15

16

17

18

19

20

21

162

Now, there are some assumptions and issues that come out of
theway we did thisapproach. One again, wetried to addressthe SAP
concern about the fact that data came in different scales. We'retrying
to take county and state level dataand apply it to awatershed. And
the fact that the size of the watersheds we had that we could work
withto dothisarealot larger than the more vulnerable drinking
watersheds. Andwe'retryingto addressthefact that some of those
cropscover small areas.

Our feeling was that by using acumulative OP-PCA, starting
with the total agriculture and adjusting for total OP uses, we don't end
up with anumber of small, separate percent-crop areas that may
introduce moreerror into it than the combined PCA in that regard.

Secondly, we said we still have someissues on applying an acre
treatment adjustment. The percent-crop treated iscomplied to state
level. Andthere'sacoupleexceptionsinthat oneisCaliforniawhere
they, CaliforniaDepartment of Pesticide Regulations, basically hasa
censusinthat they require all usersto report what they use and when.

The other oneiswhenever we were looking at the Willamet
Valley, we also found some use data specific to the Willamet Valley
Collective, actually folks at Oregon State, that we were able to use.

When we take thisinformation to statelevel and we try to apply
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it at awatershed within astate, there'sanumber of assumptions
embedded into this. And one of the bigonesit that we've assuming
that the datathat's collected at state level, the percent-acrestreated,
isuniform across all watershedsin the state. There'salso an
assumption of uniformity i time. I'll gettothatif inalittle bit.

What we know isthat pesticide pressures are not necessarily
uniform. And so what you're goingtofindisthat where pesticide
pressures are great in aparticular year, you're going to see more acres
treated, possibly at higher application rates. Wherethey areless,
you'regoingto seelessacrestreated. Sothere are someconcernsin
doing that.

One of the other thingsaswetook alook at that iswe, also,
realized that cropsaren't uniformly distributed acrossthe entire state.
Sointhose areaswhereyour cropsare clusteredin acertain areaand
whereyour useisclustered together, there may be less of avariability
thanin other cases. Andthat may be one of the differences between
some of the minor crops and some of the cropslike cornwhich tends
to be more uniformly distributed in the Midwest.

Our assumptionin doing thisisthat thisisprobably more of an
issuewhen you'relooking at asingle crop, single OP usein an single

pesticide than when you're looking at an areawhere you'relooking at
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multiple crops, with multiple pest pressuresthat are going to vary, not
necessarily all at the same time and over multiple OP uses.

We did takealook in one areato see -- and one effect we got
some reflection of maybe some of the variability we might seein this.
Inthe Northern Great Plainswe focused on the Red River Valley
which tendsto be where the highest total OP use wasin that region.

We identified high OP use areas on either side of the Red River
in North Dakotaand Minnesota. Aswe start taking at ook at some of
the OP useinformation, you could see adifference, both in terms of
application rates and the percent-acres treated between those two
states. Our feeling wasthat difference was more of areflection of the
datacollected at the state level in those two states then of actual
differences on either side of theriver in that Red River Valley.

We did do comparisons using North Dakotainformation and
then using the Minnesotainformation to see how much of adifference
that makes. And what we did findisthat at your highest percentiles --
infact, anything above 90 percent, there was roughly no more than a
10-percent difference.

And we'retalking about single parts-per-billion concentrations,
so we'relooking at no more than afraction of a part per billion

differencewith that. A lot of that wasthe fact that, once again, we're
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looking at acombination of uses. So therewas not just one single use
that was pulling together.

We used survey datato get at the use. We uses USDASs
National Agricultural Statistic Service information on pesticide usage
togiveustheinformation on use. We did not attempt to forecast.
Except for the fact that we did exclude any uses for which regulatory
action has been taken to cancel.

We al so focused on the most recent year of the use data. One of
things, if you look at the data, and particularly if you look at each of
the regional assessments, you will realize that some of those dates --
you have different dates; different years. That's because the NASS
collectstheinformation at different times.

Field cropsarecollected every year, but fruits and vegetables
are collected in alternate years. We may have had to go back more
than one year to get equivalent data. The other thing to keep in mind
what we did use was not your maximum application rate, but we used
an average. And that was basically the average of the respondents of
the survey within that assessment area.

We took alook -- anumber of OPs have more than one method.
They can be applied to either aerial or by ground. We focused on the

dominant method of applicationinthat area. While our primary source
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was NASS, wedid, wherewe could find local sources, we did
supplement that informationin thoselocal sources and we have
documented that in the assessments.

We still need away to account for the time component of the
co-occurrence and in thetiming of pesticide applications are going to
have abiginfluence, particularly thetiminginrelationtowhen a
runoff event occurs.

Sowetook alook at what informationwe had. Thisisa
distribution for the Central Valley, California, which we usetheinthe
Southwest Fruitful Rim assessment. This happensto bethe areathat
had the most OP use and the most cropswith OP uses.

And asyou can see here, you got adistribution of applications
thedifferent colorsarethedifferent pesticides, have adistribution of
applicationsthroughout the year.

Onethingto keepinmindisthedatain Californiaisalittle
different than what we had elsewherein the fact that Californiadoes
requirereporting of every user in terms of how much you used, when,
what, where. Sowe could get that at acounty level, and we could get
that acrosstheyear. Sothat datareflects more of censusthan a
survey.

Andthat'stheonedifferencesthat we had there. This, in effect,
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madeit alittle easier for usto do an assessment in Californiaterms of
timing.

DR.BULL: Quick question onthat. Those arecumulative
curves. | meanyou've got one shade.

MR. THURMAN: Yeah. Those are cumulative curves. It may
have been easier if we'd had another one where -- but thisjust shows
you the more complex end of it.

In other areas, we only had surveys. Sowehadtofind away --
wedidn't have thistype of distribution information. We usually had
something tied to awindow of application. We had to find away to
find that window in away that would try to as accurately aswe could,
reflect those actual differencesin applications.

What you'll see when you look at the document isthereare
different ways we accounted for thistemporal variability. In
California, wherewe had the census, it showed adistribution across
theyear. What we ended up doing waswe selected five dates along
thisdistribution with each date representing 20 percent of the total
applied use. So, essentially, you had quintalsfor each of your crop OP
combinations.

Inthe other regionswhere we didn't have that specific timing,

what we usually had was information reported by a particular window.
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It was either management windows or times of the year. We used
USDA chemical usage information, their planning harvest reports,
crop profiles; we talked to regional specialistsor local specialistsin
those areasto try to define that window of the application as narrowly
as possible.

If we had apesticide that had asingle application of acrop but
we had no distribution information, for instance, if we had apesticide
that we knew was applied at planting, but there was no other
information on the distribution of those applications, wewould take a
look, gotothelocal area, find out when the window of planing was.
And then we would apply this pesticide at the beginning of that use
window.

If we had asingle application but we had some type of
distribution window and we were able to define an active window
within that, then we would select the midpoint of that active window
to apply the pesticide. If we had pesticide that had multiple
applications, then wetried to distribute that evenly across the use
window.

Once again, thisisgiven thefact that the information we had.

We felt thiswas astight aswe could get the windows to do that. And

giventhedatascales, it wasdifficult for usto get tighter values.
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Thereissome conservatism when you saying we're applying all that
single application on agiven date on the same datainagiven
watershed as opposed to saying, well, we're going to distribute that
application out using auniform distribution within ause window.

However, we don't think that was unreasonabl e conservatism
when you start looking at the size of the watershed we were looking
at. When we'relooking at adjusting thosefieldsfor the percent crop
area and the percent acrestreated, it made more sense that these fields
werethesizethat all those applicationswould actually occur on a
single day rather than at different dayson there. Sowefeltlikethere
was some conservatismtoit, but it wasn't an unreasonable assumption
to make.

What we found isthat when we did these and in each of the
regionswe generally found that there were one or two chemical s that
weredriversintermsof the water exposures. Thisisalsointhe
Central Valley of California. One of thingsthat we found hereisthese
cumulative distributions that we pulled together in methamidophos
equivalents, once again, were afunction both of the concentration of
the pesticidein water and therelative potency factor.

Disulfoton, which isthe one that you see dominating the curve,

and once again thisisacumulative curve, has ahigher relative potency
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factor than these other OPs that you see here. That helped skew that
curve. Wedidfind, aswe went back through there, isthat we were
able in most of these regionsto get some separation of peaks and time
so that we weren't artificially adding peakstogether that wouldn't
actually occur together. Andthefact that in each of theregions, we
were pretty consistent that therewere only a handful of OPsthat were
drivers. Andthesetended to bethetype of OPsthat we saw in the
monitoring data suggested that we weren't too far off.

Okay. You'll be happy to know thisisthelast slide before the
guestions.

We kept trying to go back and compare what wedidinthe
modeling to the monitoring data. When you look at the report, one of
thingswhere the comparison occursisin each of theregional
summaries, each of theregional write-upswe wrote up acomparison.
What we're planning to do to make life easier, because of some
commentswe had, isto try to pull that together in one place for all the
regionstogether to makeit easier tofindit all at one time.

One of the challengeswe had when we were comparing what we
did inthe modeling to the monitoringisthat, A, thereisno single
definitive study. A lot of the monitoring studies we had were on

running water from streams and rivers. Therewere afew, acouple of
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studies, that focused on reservoirs. But these did not focus across a
broad geographic range or across a broad time.

We took alook at everything we could. Wetried to compare as
much as we can, particularly looking at the peaks that we estimated
for each of theindividual pesticidesinthoseregionsto the highest
detectionsthat werereported. We also tried to take alook what |
would call an "equivalent frequency detection.” Each of those, inthe
monitoring studies, each of those OPs hasalimit of detection.

Whenyou'rein PRZM-EXAMS, it can carry it out well below
thelimits of detection. But we could, basically, take alook at what
percentilefell above or below that limited detection you would seein
thefield to see whether or not how we were doing in terms of
estimating or overestimating.

One of thethings, because they're not necessarily easily
comparable, it'sdifficult to draw definitive conclusions and point this
tellsusonething or another. Because we looked at 12 different
regions, wewere-- giveusachanceto take alook at what each region
tellsus.

Soif wewerelooking at something -- it gives us another way of
kind of discerning whether or not we were having afunction of

compensating errorsor fortuitousresults or whether we may actually
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be on to something.

What we found isthe other thing that we need to keepinmindis
we did not have monitoring datafor every OP. So we had to assume
that what we had reflected in comparing for the monitoring that was
therewould also be have been reflected for the others that weren't
monitored.

In each of theregions, wedid find afew known detections of
one or more of the OPs that occurred at levelsthat were higher than
what we would have estimated. We were looking roughly at order of
magnitude differences, in part because the results that we had showed
the drinking was and order of magnitude or more lower than food
exposure.

Sowetook alook at order of magnitude differences. Andto be
honest with you, when you're doing some of these comparisons,
getting much closer, getsalittle queasy, anyway.

We did find that some of these had reported monitoring values
that were higher than what we estimated, but there were also some
where our estimationswere an order of magnitude more greater than
what we found in the monitoring.

We did not find aconsistent trend in one way or another. We

also found that there were anumber of OPsthat werefairly closeto
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each other in each of thoseregions.

Inthe questionsthat you're going to respond to after the public
comments, we were asking you about whether you say anything where
we may havesignificantly underestimated exposures, in part, because
that'sthe way theresults of the study came out. We're just as
interested in anything you see that might suggest that we're significant
overestimating exposures, too, so that we can take that into account
on future assessments.

And | think the next ones comesto the questions.

DR. KENDALL: I don't want to have thoseread at thistime.
First of all, any points of clarification from the Panel for the
presentation?

DR. MCCONNELL: I'msorry. | missedthefirst few minutes.
Maybe you covered this, Mr. Thurman. | noticed in your geography
plotsup therethat one of high useareasisin Florida. And | gotto
thinking about in asituation where you have soils, poor soils, shallow
water tables, have you looked at the ground water; or did you cover
that and | missed it?

MR. COSTELLO: Weconsideredit. We made the decision
looking atitfirst -- well, one step back. Again, one of thereasons

why we separated regions the way that we did, was to separate those
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regionsthat had ground water as the major source of drinking from
those that had surface water as the major source.

Next, we cameto the conclusion that surface, generally, would
be morevulnerable asadrinking water source to contamination from
the OPs. For what datawas available, therewasclearly alot more
contamination of surface water and, just asimportantly, much more
cumulative co-occurrence of OPsin surface water. Something that we
don't have evidence for in ground water.

But compounding that isthe fact that beyond the fact that the
monitoring is not enough for ground water to allow usto get the daily
distributions, we actually don't have atool like PRZM and EXAMS
that would allow to usdo the same thing for ground water. Soitis
one of the uncertainties of our assessment, especially for placeslike
Florida, that we had to do asurface water assessment and assume that
the concentrationsthat we would come up with, the exposure we
would come up with, would exceed it.

There arereasons for certain individual chemicalsthat callsthat
into question to some extent. In Floridain particular, one of the OPs
has, in certain regions, been found at higher concentrationsthat we
had in our surface water assessment. Thisisonethingthat we

describein our risk characterization as one of our uncertainties.
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Ontop of that, in all of theregions, including the onesin which
surface water isthe dominant source of drinking water, thereisstill a
significant portion of the population that derivesdrinking from
shallow, private drinking water wells.

Again, thisiswhy we are hoping in the way that we did our
modeling scenarios that we have come up with what islikely to give
the highest cumulative exposure to OPs as opposed to potential
individual higher exposuresto individual OPsin shallow drinking
water.

MR. THURMAN: Oneother thingl'd add tothatisthisis
wheretherelative potency factor also comesinto play when we're
looking at cumulative impact.

In Floridait turnsout that where we did focus on surface water
-- and there are not many surface-water intakesin Florida; we know
that -- there happened to be acouple of OPs-- and I'm going to blank
out on which ones -- that are used on sugar cane that haverelatively
high application rates and had a much higher relative potency factors
than the OPsthat we werefinding in ground water. So when you
started looking at it from acumulative impact and you take into
account therelative potency factor, we did feel that the surface-water

assessment isgoing to be protectiveinthat regard.
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MR. COSTELLO: Andthisisoneof thereasonswhy |
described -- when we figured what areas had the highest OP usage, if
we had not chosen them to berepresentative of the entireregions, we
made some attempt to characterize the likelihood of drinking-water
exposureinthoseregions. Soif youtakealook at the Mississippi
Portal, for instance, which, like Florida, is an area that has much more
of apopulation deriving itswater from ground water than surface
water, adetailed discussion of the geology of the area of the aquifers
intheareawill let you seethat the greatest portion of people that
derivetheir water, at least from other than private wells, are getting
water that is protected by confining layers between the aquifers.

It does not write off therisk especially to people on private
wells. But just to say that we made our best attempt to account for
the vulnerability of the drinking source other than the surface water
that we used in our models.

DR. KENDALL: Dr. Bull.

DR.BULL: A couplepointsof clarification. Theissueyou
raise at the end, wouldn't you want -- sincethiswas aconservative
approach that you weretaking, areyou alittle bit surprised that you
had some thingsthat are higher than what you predicted because |

would have guessed this scenario would have been more protective.
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MR. THURMAN: Wearegoing --

DR.BULL: | would expected most actual monitoring datato
comeinlower.

MR. THURMAN: We are going back through and taking alook
at each one of those and trying to come up with arationale, seeif can
identify areason why there may have been up.

In some cases, we do know that they are from uses that --
they'reusesinthe areathat are being canceled. So we know that there
isthat type of acontribution. In some cases what we found that they
arein areaswere not necessarily, the monitoring was not necessarily
directly located where the major use, where our cumulative impact
was.

Inoneor two areaswe do find that there were some watersheds
where the monitoring came from that are high ag use but are not
representative drinking water -- they are not drinking water sources.
So those are some of the thingswe are going back and taking alook at
toseeif wecan...

MR. COSTELLO: Butif | may. Some of the monitoring that |
did find, although not direct drinking water monitoring, somethingto
keep in mind how limited direct drinking water monitoringisfor the

OPs. But evenif they were not drinking water samples, they werein
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potential drinking water sources or in small streamsthat fed them.

DR.BULL: I'mgoingtotryto keep thisto points of
clarification.

One of thingsthat impressed meisthose areasthat you got are
pretty heterogeneouswithinthosel areas. | livein one of those areas
aseverybody elseintheroomis. But | know what they are.

| heard you talk about weather patterns, but | didn't hear you
talk about irrigation. Andirrigationisabigissueonrunoff because
you're going to get runoff fromirrigated fields. Andif you'rejust
using -- areyou taking that into account?

MR. THURMAN: Wedidtakeirrigationinto account. There
were acouple of regionswhere, you know, PRZM does have an
irrigation routine. Andin some cases, we've had to do some
calibration of that irrigation routine. So particularly inthe Central
Valley, but in acoupleother areas --

DR.BULL: Inour part of Washington State, you don't get
runoff if it'snot from irrigation.

MR. THURMAN: Yeah. To behonest with you, one of reasons
why we are looking at that istaking alook at where your runoff was
goingtooccur. Andwedorealizethat -- that's one of thingswe know

that, where you have controlled drainage or human influence drainage,
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andinthiscaseirrigation, isthisisgoingto be weaker in terms of
trying to capture that effect onit.

DR.BULL: Andthere'sprobably limited placesyou can
actually measureit.

MR. THURMAN: Now thethingthat helped usonthatiswe
diddo -- wewere ableto do some comparisonsfrom USGS NAQUA
dataand different -- particularly inthe Northwest Fruitful Rim, in
each of those major use areas, there were some NAQUA studiesthat
were conducted at the sametime. And sowewere ableto do some
comparisonswith the monitoring datato see wheretherelative
impactswere likely to be. So that helped guide usin selecting the
site.

DR.BULL: There'sanother kind of issue that runsin afunny
way, too. You mentioned the potatoesin ldaho. I've heard -- I'm not
sureit'strue, but | think we do more potatoesin Eastern Washington
than they do in ldaho now.

MR. THURMAN: | apologizefor that. But that'strue.

DR.BULL: Buttheissue of shifting crops, | mean, there's also
agood -- you can also get applewood whichisvery good for the
fireplacein Eastern Washington because alot of people are taking

orchards and they've shifting to different locations along theriver.
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MR. THURMAN: Certainly that's --

DR.BULL: How doyoutakethat into account? These are big
shifts going on.

MR. COSTELLO: Well, you know, the usage datathat we had,
the attempt wasto haveit for asrecent as possible, and the monitoring
dataaswell, to keep it somewhat recent. You know, along thoselines
iswhy we described how things such as -- we know that the
uncertainties say that in the usage that isreflecting acertain number
of yearsthat the monitoring can't reflect canceled uses or other OPs
that might comeinto replace cancelled uses.

DR.BULL: That'swhat bothered me about taking out the
canceled ones.

MR. THURMAN: Onceagain, we weren't forecasting. But |
will say that in each of theregions, aswe were looking at the sites, we
were laying out what are the crops and what are the uses. And the one
that strikes my mind, comesto mind right now, in Eastern Uplands we
were looking at an areain Kentucky which did have tobacco use. That
isacropin, at least in Kentucky, isgoing down in acreage and OP use
isgoing down.

And the other alternative was apples which isin another part of

the areawhich was steady or going up. And so that's one of the things
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wedidtakealook at. It was more of in each of theregionsaswe're
trying to decide where do we focus the assessments. We would ook at
that, but sometimesthat's hard.

DR.BULL: Thefinal question | had along the same kind of line
isyou said the state usage rates are state wide but you only spread
that over crop areas; right? You didn't spread that over --

MR. THURMAN: Only over crop areas.

If youlook at the use information that is based on surveys. So
they are selecting farmers across the state that reflect -- they're
reflective of different farm types and sizes and they're actually asking
them what isyour application rate, and how many times do you apply
itonthis. Sothat survey -- so what we're getting and let's say we get
an averageisactually areflection of actual survey response. Andit's
aggregated at a state level.

DR.BULL: Buttheapplesin Washington, in Yakima, but most
of them are probably up in (inaudible) Valley and up in Columbiaand
up into Canadawhichisanother. The (inaudible) Valley up in Canada.
Sothoseareall very concentrated. Andthenyou get outin other
areas and they're grains and potatoes and things up on the flat.

MR. THURMAN: Didit doestakeinto that.

DR.BULL: It does?
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MR. THURMAN: Yes.

DR. KENDALL: Any further clarification from the Panel about
thisissue?

DR. CAPEL: Yes. Aspart of theintroduction you showed up a
watershed exposure plot for drinking water. 1'm not quite sure exactly
what that represents. | havetwo question. Oneis: Isitthe output of
PRZM-EXAMSwith no adjustments for treatment?

MR. THURMAN: Okay. It'sactually morethan -- the output of
PRZM-EXAMS, we did not adjust the treatment. So basically we're --
wedid find anyway to quantitatively do that.

But it also takesinto account where Dr. Smith Mr. Dave Miller
were talking about the CSFII dietary data. Part of that dataincludes
drinking water consumption. So you get your levelsinthe water,
which areyour residue part of that, but you also have aconsumption
part of that to takeinto account in that M OE plot that you saw,

DR. CAPEL: Sol guessthe other half of the questionis: Isit
based only on the parent compounds, or are the transformation
productsalsoincludedinthat?

MR. THURMAN: Itisbased on parent compounds and
transformation productsasit occursinthe environmental

transformation products. So basically the parents...
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DR. CAPEL: Soit'spart of the PRZM-EXAMS model that
you've got --

MR. THURMAN: Yeah, yeah. Andtherewereacouple of
other transformation productsthat wereincluded in there. But those
arethe major onesthat wereincluded in that.

DR.BULL: Thisis--

DR. KENDALL: Dr. Zeise.

DR. ZEISE: | waswondering if you could speak to the drinking
water consumption assumptions that were made. And then how you
dealt withit. If weturn back tothefood case, it looksasif agood
deal of the high-end exposure coming from perhaps high consumption
and highresiduelevels. AndI'mwonderingif inthisexamplewhere
the equivalent issort of trying to address that high-end exposure
group.

For example, did you address one subgroup that gets basically
all it'sfluid from water, bottle-fed infant? How did you deal with
these more extreme cases?

DR. PERFETTI: Aspart of thefood consumption data, the
CSFII survey, the latest one, the 94-96 and even the '98 children level,
directly asked the question how much water did theindividual drink

under those two nonconsecutive days. So those consumption values
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arefor water the sametype, reflecting the same survey that the foods
consumption was collected.

DR. ZEISE: Didit capture -- did that sort of capture bottle-fed
infant? And did you look at that in particular as aspecial case where
you might have a high exposure? Did you make surethat --

DR. PERFETTI: Water consumption of the bottle-fed infant or
the formula consumption.

DR. ZEISE: Well, youwould --

DR. PERFETTI: Well, okay. There'stwo componentsto water.
There'swater you get in your food, and there'sthe water you actually
just drink to drink water. Both of thoseareinthe CSFII butin
different forms.

DR. ZEISE: Okay. Well, I'm just talking about thisone
particular subpopulation where you might have very high exposure.
Do youthink they were adequately captured in this analysis?

DR.BULL: Theextremewould beformulamade from water.

MS. MULKEY: | thought | understood Dr. Smith as saying --
he'shere. Do you know the answer to this question, Bill, theformula
that you make up, the power the water in the powder formula.

DR.SMITH: Yes. Asl understandit, the current survey, it

breaks out the different forms of water, as Randy was saying; and they
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are separately listed as water and then there's water that'sused in
preparing, for example, formulaand all the other food components.
Anditisafairly high consumptionitem asyou would expect.

DR. ZEISE: Okay. Thanks. Aswe saw earlier thismorning,
we looked at different plotsfor different age groups. Andinthiscase,
if you think analogously, this might be an age group where you might
see-- | mean, it'svery upper tail highlevels. And | wonder if you did
any of that kind of disaggregation to look to see whether there were
some subpopulationsthat could potentially have higher levels, both on
aconsumption and then from, perhaps, abnormal use applications.

DR. PERFETTI: Doyou meanintermsof thewater?

DR. ZEISE: Onesidethe consumptionisfor thewater, and the
other sideisthedifferent assumptions made with respect to
application of pesticide.

My understanding isyou've used average application that you
obtained from surveying. And | don't know the extent to which that
might address things like outbreaks and so forth.

DR. PERFETTI: I'm not sure | understand all of the question.
Asfar as based on the water consumption and the residues observed
fromthe PRZM-EXAMSrun, there was none of the subgroups had --

therewas hardly any -- well, the MOEswerein order of magnitude
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abovethefood and sometimes three or four orders of magnitude. So
you will even -- that subgroup zero to one, which, | assumeiswhat
you'rereferring to, that the water was not playing a major part in that
even though, asyou pointed out, both from water consumption from
theformulaplus any water theindividual drank would be ahigh
consumption of water.

MR. COSTELLO: And | think understand what you're getting
at when you say "the outbreaks." You'retalking about pest pressure
and using higher than typical rates. And we choose for thecumulative
assessment to use typical, that isto say average rates, where we might
not before for individual chemicals because we thought it unlikely that
the highest rate for each of the pesticides, for all the pesticides on
different crops, would be used at the same time.

To attempt to look at -- again, because remember, these are
different crops, so pest pressure wouldn't be uniform over all the ones
we haveintheir assemblage. But to attempt to alter someto be higher
would introduce another dimension of probabilistic assessment, and it
isnot something that we attempted.

DR. KENDALL: Any further points? Dr. Portier, you stand,
then, between the break and closing this session.

DR. PORTIER: Theaveragerates question, you answered a
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guestion | was goingto ask. You didn't consider any variability in
what you got out of PRZM-EXAMS. You simply ranit and got sort of
an average for each region.

MR. THURMAN: Yeah, actually, that was one thing. We held
the application rates constant. So what you see in terms of that
variability intimeisdueto weather differences. There was no attempt
totry to-- and, actually, part of the problemiswith finding the data
to do.

DR. PORTIER: Andtheother question, sinceit'snot in front of
me and one of the questionsyou're asking us about, iswhether we
believe that the water componentisatrivial part of the
organophosphate exposure. | haveto ask the obvious question. How
bad were your estimatesinthe worse case? Sincel can't seeall the
datayou looked at in deciding the water concentration levelsyou
observed, give me some indication of the magnitude. Isitlessthan an
order of magnitude? Isit two orders of magnitude?

MR. COSTELLO: You mean compared to monitoring.

DR. PORTIER: Yes, compared to monitoring data.

MR. COSTELLO: I think theimportant -- |1 could giveyou a
yes-no answer, but that wouldn't be serving you.

In the case of some of the exceedances that were significantly
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higher and | think they were at somewhere at | east an order of
magnitude, you have to consider, again, what the monitoring
represents. Andthisis, again, onereason why we couldn't usethe
monitoring by itself.

Inlooking at the available data, it's an assemblage of
monitoring studies designed for different purposes. And some of the
highest concentrationsthat we saw, the best example isan areanear
Salem, called Solter Creek, from the NAQUA program, where there
were several of OPsthat exceeded significantly when they cameupin
our cumulative assessment.

But Solter Creek, beyond the fact that it isnot adirect drinking
water source, also has asmall watershed with 99-percent agricultural.
Again, aquestion of scale. The percent-crop-areafactorsthat we
comeup with are based on OP cropsintheselarge 8-digit HUCSs.

So to compare what we come up with there to actual monitoring
near the time of applicationin very high-use areain an areathat's got
99-percent agricultural, we have to actually stop and think what does
thismean that it exceeded our output.

| mean you haveto consider both what does our output really
mean, and that's part of one of our questions. And then what doesit

mean once we figure that out to compare to monitoring with...
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MR. THURMAN: With those caveatsin mind, | cantell you just
from going back and going into alittle more detail in each of these and
figureout what itis.

In each of theregions, there'sno more than acouple of OPs
where we found monitoring that was greater. Most of it was around an
order of magnitudetypeif it wasgreater. It was not much more than
that. Andonceagain, at least as| wasdoing initializing, you look at
oncewe found our overestimates, first of all we found our
underestimates and started taking into account therelative potencies
of each of those and looking at that. We didn't see anything that
suggested a consistent, you know, that we're missing that by an order
by what would effect the assessment by an order of magnitude.

| know that'savery general. And | could probably give more
details, but I'd have to go back and dig for those.

DR. PORTIER: That'sfine. I'm not sureyou haven't just
answered your own question. But when we get to the discussion, I'l|
do that.

The other questionisthe frequency examples. | didn't get afeel
for what's the magnitude of the monitored datain terms of, you know,
agivenregion or acomparison toyour model. Arewetalking about

30 points, 3,000, 20 on an average? Give me some feel for the size of
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what you're looking at.

MR. COSTELLO: Thevery best monitoring that we might have
would beavery small areafromthe NAQUA program, say, bi-weekly
over two years. And that'snot common. And on top of that, again,
then you have to go deeper. Did that monitoring represent target
monitoring for OPs? Wasitin ahigh OP use area? Not usually.

DR. PORTIER: Thanks.

DR. KENDALL: Okay. I'mgoingto go ahead and close this
clarification session. We will take a 15-minute break. When we
return, wewill have two public presentations asregistered currently.
Andthenwe'll beginthe questions at which time the Panel will have
full opportunity to address additional issues and concerns.

Thank you.

[Break.]

-00000-
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